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Abstract

The increasing reliance on internet-based technologies has provided cybercrim-
inals with numerous opportunities to exploit vulnerabilities in IT infrastructure.
Among the various cyberattacks, double-extortion ransomware has emerged
as particularly damaging and lucrative. Double-extortion ransomware involves
both encrypting and exfiltrating the victim’s data, with the goal of publishing the
stolen information if the ransom is not paid.

Despite the growing prevalence of double-extortion ransomware, there is lim-
ited empirical research on the decision-making processes of ransomware offend-
ers. In this dissertation we address this gap by applying Rational Choice Theory
(RCT), which states that the decision-making processes of ransomware offend-
ers is best understood through evaluating profitability, effort, and risks when
conducting double-extortion ransomware attacks. Our main research question
is:

How do double-extortion ransomware attacks influence profitability, effort, and risk
for offenders?

Our first contribution is the development of a theoretical framework that
explains the profit, effort, and risk of double-extortion ransomware with the
concept of crime chains (Chapter 2). First, we introduce crime chains to define
coordinated attacks and discuss how interconnected malicious activities enhance
cybercriminals’ operations. Afterwards, we conduct a systematic literature re-
view, to examine the advantages of online crime chains for offenders in terms of
profitability, effort, and risks. Finally, we provide a theoretical framework to un-
derstand the trade-offs involved in double-extortion ransomware, showing how
data exfiltration increases both effort and profits.

Our second contribution is identifying how offender and victim characterist-
ics, as well as contextual variables, influence the profitability of double-extortion
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ransomware (Chapters 3–5). First, we combine data from police reports, incid-
ent response companies, and leak pages, to provide an empirical estimation of
ransomware prevalence in the Netherlands between 2019 and 2022. Our ana-
lysis indicates that approximately 60% of ransomware attacks on medium- and
large-sized companies go unreported, with an even higher rate for small compan-
ies. Afterwards, we use data from the police and incident response companies to
examine how various offender and victim characteristics influence ransomware
profitability. For instance, larger companies are targeted more frequently due
to their ability to pay higher ransoms. Additionally, double-extortion ransom-
ware tends to result in higher ransom payments compared to encryption-only
ransomware, although it requires more effort from offenders.

Our third contribution is differentiating ransomware targeting Network At-
tached Storage (NAS) devices from other types of ransomware in terms of modus
operandi, victim characteristics, and timeline (Chapter 6). NAS ransomware,
which primarily involves individuals with lower financial resources, typically res-
ults in smaller ransom demands. However, these attacks are highly automated
and involve fewer stages compared to ransomware attacks targeting businesses.
This automation allows offenders to compensate for lower profits per attack by
maximizing returns through volume rather than high-value targets.

Our fourth contribution is identifying the incentive for offenders to bluff
about data exfiltration during ransomware attacks (Chapters 7 and 8). By ana-
lysing a signaling game model, we show how information asymmetry can in-
crease offender profits without much additional effort. Offenders may falsely
claim to have exfiltrated sensitive data to inflate ransom demands. Victims, of-
ten unaware of whether data has been exfiltrated due to misconfigured or de-
leted monitoring logs, may be more inclined to pay to prevent the publication
of sensitive data, thereby increasing offender profits. However, when offenders
themselves are unsure of the value of the stolen data, ransom payments may be
mitigated, reducing profits. To conclude, information asymmetry illustrates how
offenders may manipulate victims’ risk perception to enhance profitability with
minimal extra effort.

Our fifth contribution is demonstrating how various law enforcement inter-
ventions have led ransomware groups to publish fewer and less significant vic-
tims on leak pages (Chapter 9). We evaluate the impact of interventions such
as arrests, cryptocurrency freezes, and leak page server takedowns on the prof-
itability, effort, and risks for ransomware offenders. We assess the effectiveness
of law enforcement interventions by analyzing the number and type of victims
listed on offenders’ leak pages before and after interventions. Our findings show
a reduction in the number and significance of victims published after interven-
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tions. The results indicate that decreasing the profits (e.g., decryptor releases and
cryptocurrency freezes), increasing the effort (e.g., leakpage server takedown),
or increasing the risk (e.g., sanctions and arrests) could effectively reduce activity
of ransomware groups.

In conclusion, this dissertation demonstrates that ransomware offenders’
decision-making is best understood by evaluating the elements of RCT: profit,
effort, and risk. Additionally, the relationship between these elements offers
insights into how interventions can be designed to make ransomware attacks
less attractive, ultimately reducing their prevalence. We are confident that the
findings in this dissertation will directly help policymakers and law enforcement
agencies to combat ransomware more effectively.



Samenvatting

De toenemende afhankelijkheid van internetgebaseerde technologieën heeft
cybercriminelen tal van mogelijkheden geboden om kwetsbaarheden in IT-
infrastructuur te misbruiken. Onder de verschillende vormen van cyberaanval-
len is double-extortion ransomware bijzonder schadelijk en lucratief gebleken.
Double-extortion ransomware omvat zowel het versleutelen als het exfiltreren
van de gegevens van het slachtoffer, met als doel het dreigen met de publicatie
van de gestolen informatie als het losgeld niet wordt betaald.

Ondanks de groeiende prevalentie van double-extortion ransomware is er
weinig empirisch onderzoek gedaan naar de besluitvormingsprocessen van
ransomware-aanvallers. In dit proefschrift onderzoeken we deze besluitvor-
mingsprocessen door gebruik te maken van de Rational Choice Theory (RCT).
RCT stelt dat de besluitvorming van ransomware-aanvallers het beste kan wor-
den begrepen door de winst, inspanning en risico’s te evalueren bij het uitvoeren
van double-extortion ransomware-aanvallen. Onze hoofdvraag is:

Hoe beïnvloeden double-extortion ransomware-aanvallen de
winst, inspanning en risico’s voor aanvallers?

Onze eerste bijdrage is de ontwikkeling van een theoretisch kader dat de
winst, de inspanning en het risico van double-extortion ransomware verklaart
met het concept van crime chains (Hoofdstuk 2). Eerst introduceren we crime
chains om gecoördineerde aanvallen te definiëren en bespreken we hoe onder-
ling verbonden kwaadaardige activiteiten de operaties van cybercriminelen ver-
sterken. Vervolgens voeren we een systematisch literatuuronderzoek uit om de
voordelen van online crime chains voor daders te onderzoeken in termen van
winstgevendheid, inspanning en risico’s. Ten slotte bieden we een theoretisch
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kader om de afwegingen bij double-extortion ransomware te begrijpen, waarbij
we laten zien hoe data-exfiltratie zowel de inspanning als de winst verhoogt.

Onze tweede bijdrage is het identificeren van hoe kenmerken van daders
en slachtoffers, evenals contextuele variabelen, de winstgevendheid van double-
extortion ransomware beïnvloeden (Hoofdstukken 3–5). Eerst combineren we
gegevens van politierapporten, incident response-bedrijven en leak pages om een
empirische schatting te geven van de prevalentie van ransomware in Neder-
land tussen 2019 en 2022. Onze analyse geeft aan dat ongeveer 60% van de
ransomware-aanvallen op middelgrote en grote bedrijven niet wordt gerappor-
teerd, met een nog hogere onderrapportage voor kleine bedrijven. Vervolgens
gebruiken we gegevens van de politie en incident response-bedrijven om te on-
derzoeken hoe verschillende kenmerken van daders en slachtoffers de winstge-
vendheid van ransomware beïnvloeden. Bijvoorbeeld, grotere bedrijven worden
vaker aangevallen vanwege hun vermogen om hogere losgelden te betalen. Bo-
vendien leidt double-extortion ransomware meestal tot hogere losgeldbetalingen
in vergelijking met alleen-versleutelingsransomware, hoewel het meer inspan-
ning van de daders vereist.

Onze derde bijdrage is het onderscheiden van ransomware die zich richt op
Network Attached Storage (NAS)-apparaten van andere soorten ransomware in
termen van modus operandi, slachtofferkenmerken en tijdlijn (Hoofdstuk 6).
NAS-ransomware, die voornamelijk individuen met minder financiële middelen
betreft, resulteert doorgaans in kleinere losgeldverzoeken. Deze aanvallen zijn
echter sterk geautomatiseerd en omvatten minder stappen in vergelijking met
ransomware-aanvallen die zich op bedrijven richten. Deze automatisering stelt
daders in staat om lagere winsten per aanval te compenseren door de opbrengst
te maximaliseren via volume in plaats van zich te richten op waardevolle doel-
witten.

Onze vierde bijdrage is het identificeren van de prikkel voor daders om te
bluffen over data-exfiltratie tijdens ransomware-aanvallen (Hoofdstukken 7 en
8). Door het analyseren van een signaling game-model laten we zien hoe in-
formatieasymmetrie de winst van daders kan vergroten zonder veel extra in-
spanning. Daders kunnen ten onrechte beweren gevoelige gegevens te hebben
geëxfiltreerd om het losgeld te verhogen. Slachtoffers, die vaak niet weten of
er gegevens zijn geëxfiltreerd vanwege verkeerd geconfigureerde of verwijderde
bewakingslogboeken, zijn mogelijk eerder geneigd te betalen om de publicatie
van gevoelige gegevens te voorkomen, waardoor de winst voor daders toeneemt.
Echter, wanneer daders zelf onzeker zijn over de waarde van de gestolen ge-
gevens, kunnen losgeldbetalingen worden verminderd, wat de winsten vermin-
dert. Kortom, informatieasymmetrie illustreert hoe daders de risicoperceptie van
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slachtoffers kunnen manipuleren om de winstgevendheid met minimale extra in-
spanning te vergroten.

Onze vijfde bijdrage is het aantonen van hoe verschillende handhavings-
maatregelen van wetshandhavingsinstanties ertoe hebben geleid dat ransomwa-
regroepen minder en minder belangrijke slachtoffers publiceren op leak pages
(Hoofdstuk 9). We evalueren de impact van interventies zoals arrestaties, het
bevriezen van cryptovaluta en het neerhalen van leak page servers op de winst-
gevendheid, inspanning en risico’s voor ransomware-daders. We beoordelen de
effectiviteit van handhavingsmaatregelen door het aantal en het type slachtoffers
dat op de leak pages van daders staat vóór en na de interventies te analyseren.
Onze bevindingen tonen een afname in het aantal en de significantie van slacht-
offers die na interventies worden gepubliceerd. De resultaten geven aan dat het
verlagen van de winst (bijv. decryptor releases en het bevriezen van cryptova-
luta), het verhogen van de inspanning (bijv. neerhalen van leak page servers), of
het verhogen van het risico (bijv. sancties en arrestaties) effectief de activiteiten
van ransomwaregroepen kan verminderen.

Concluderend laat dit proefschrift zien dat de besluitvorming van aanvallers
het best kan worden begrepen door de elementen van RCT te evalueren: winst,
inspanning en risico. Bovendien biedt de relatie tussen deze elementen inzichten
in hoe interventies kunnen worden ontworpen om ransomware-aanvallen min-
der aantrekkelijk te maken, wat uiteindelijk de prevalentie vermindert. We zijn
ervan overtuigd dat de bevindingen in dit proefschrift beleidsmakers en wets-
handhavingsinstanties zullen helpen om ransomware effectiever te bestrijden.
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Relax - it’s worse than you think
∼ Case in Point



Chapter 1

Introduction

In this Ph.D. thesis, we focus on double-extortion ransomware. First, we explain that
ransomware is a complex phenomenon and an important societal issue. Second, we
describe the criminological and economic theories used to examine ransomware:
Routine Activities Theory, Rational Choice Theory, Game Theory, and Situational
Crime Prevention. Third, we outline the scope of the research, presenting the main
research question, identifying research gaps, and formulating the sub-questions.
The chapter concludes with an overview of the thesis, highlighting the main contri-
butions of each chapter.

4
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1.1 Scope and motivation
The widespread use of the internet, computers, and IoT devices has increased
opportunities for committing various crimes [44]. This may explain the recent
decline in offline crime and the simultaneous rise in online crime [61, 11, 75].
Many victims are inadequately protected, and technical IT expertise is easily ac-
cessible online. This accessibility could allow individuals, particularly in poorer
countries, to target wealthier nations with minimal effort. Additionally, data
leaks and accessible infrastructure further facilitate cybercrime.

This dissertation will focus on one of the most complex forms of cybercrime:
crypto-ransomware, commonly known as ransomware [63, 40]. Ransomware is
a type of malicious software that encrypts a user’s data, rendering it inaccessible
until a ransom is paid [63]. Typically, the infected device displays a screen with
payment instructions, and until the ransom is paid, the files remain inaccessible.
Ransomware attacks often involve multiple steps and can be coordinated with
other types of cyber-attacks [44]. For example, a ransomware attackmight begin
with an initial phishing attempt to gain access.

In recent years, ransomware has had an impact on society. For example, in
2017 the ransomware family Wannacry led to the global encryption of million
of computers with worm-like capabilities [6]. The ransom was 300 dollars and
doubled if not paid in 3 days[6, 35]. IT professionals consider that probably
North-Korea was behind the attacks [35]. Additionally, ransomware victims of-
ten report losses after an attack. These losses occur in several ways: paying the
ransom, facing downtime, and hiring expensive IT consultants to recover files
and secure systems against future attacks [4]. Furthermore, the emotional im-
pact of a ransomware attack is often severe [18].

Moreover, ransomware attacks have increasingly targeted companies rather
than individuals [19]. Two main factors might contribute to this shift: First, in-
fecting a company might be easier. Enterprises have multiple entry points for in-
fections, while individuals primarily face threats from spam and phishing emails
[79, 35]. Common entry points for enterprise infections are network interfaces
with the internet, third-party IT solutions, and individual employees through
spam and phishing [79]. Second, companies can afford to pay higher ransoms.
This financial capability may also explain why offenders have targeted sectors
such as healthcare, government institutions, and education, where data is highly
valuable and revenues are often substantial [41].

Additionally, ransomware offenders often achieve greater success when they
use a coordinated set of attack techniques [66]. For instance, on December 23,
2019, Maastricht University in the Netherlands experienced a ransomware at-
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tack after employees clicked on phishing email attachments, giving offenders
access to the network [70]. The university paid a ransom of 197,000 euros
to regain access to their data. Similarly, Glen Dimplex Home Appliances, at-
tacked in October 2020, paid the ransom only after several Distributed Denial-of-
Service (DDoS) attacks [55]. These incidents demonstrate that separate attacks,
like DDoS, phishing, or ransomware, can be interconnected parts of a larger co-
ordinated assault. Coordinated cyber-attacks, involving various attack types in
a single event, are aggressive and common [78].

A notable type of ransomware that could be considered a coordinated
attack is double-extortion ransomware. This involves both data encryption
and exfiltration [28, 65]. In this extortion-scheme, offenders encrypt files and
threaten to publish exfiltrated data on their blog or leak pages if the ransom is
not paid. If negotiations fail, they first list the victim’s name on the leak page,
followed by publishing the data after a delay. Stolen data may also be sold to
other offenders for subsequent attacks [53, 52].

Double-extortion ransomware has become increasingly popular, proving
more lucrative than traditional ransomware [16, 28, 53, 65]. Offenders tar-
get victims who highly value their data, thereby increasing the attack’s impact
[36]. Furthermore, in practice, victims are often uncertain about whether data
exfiltration has occurred due to missing, misconfigured, or deleted monitoring
logs [37]. As a result, victims might pay a premium for data exfiltration even if
no data was actually exfiltrated, which increases the profitability of ransomware
and therefore worsen the ransomware problem for organisations.

Figure 1.1: The four variants of ransomware extortion [59].
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The potential profitability of double-extortion ransomware has led to the
development of other multi-extortion schemes. For instance, triple-extortion
ransomware involves pressuring the victim with data encryption, data exfiltra-
tion, and DDoS attacks [59, 65]. Some offenders further increase pressure by
calling customers or employees of the victim’s company, a tactic known as quad-
ruple extortion (see Figure 1.1). However, these multi-extortion ransomware
schemes seem less common than double-extortion ransomware [65].

In summary, ransomware is a complex crime with an important societal im-
pact. There is a shortage of systematic empirical studies on ransomware of-
fenders’ decision-making processes. It is unclear why offenders tend to favor
double-extortion ransomware over encryption-only schemes, while more intric-
ate schemes like triple and quadruple extortion are relatively rare. Additionally,
information asymmetry may influence the profitability of ransomware for offend-
ers. Large-scale empirical research on ransomware could provide insights into
these phenomena.

1.2 Theoretical framework
In this section, we examine criminological and economic theories. Our main fo-
cus is on Rational Choice Theory (RCT), as it offers the most direct insight into of-
fender decision-making by analyzing the cost-benefit calculations of ransomware
attacks. RCT is complemented with Routine Activity Theory, Game Theory, and
Situational Crime Prevention. These theories are interrelated with RCT: Routine
Activity Theory (RAT) helps contextualize opportunities for attacks, game the-
ory aligns with RCT by exploring strategic interactions between attackers and
victims, and Situational Crime Prevention (SCP) provides strategies for reducing
attack opportunities. Each theory provides useful concepts and causal explan-
ations for offender decision-making in conducting ransomware attacks. For an
overview, see Figure 1.2.

Figure 1.2: Theories and concepts in this dissertation.
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The Rational Choice Theory (RCT) of crime states that offenders are rational
decision-makers. Crime is purposeful behaviour designed to meet the offender’s
commonplace needs for such things as money, status, sex, and excitement. Of-
fenders are reasoning actors who weigh means and ends, costs and benefits, and
make a rough rational choice for the course of action that seems to yield the most
benefits [20, 22]. In contrast to a more economical view of rational choice [72],
offenders’ choices are not long-term wise decisions but can best be described as
bounded rationality: their decisions are highly constrained by factors such as of-
fenders’ abilities and the availability of relevant information [21]. The Rational
Choice Theory (RCT) of crime focuses on rational decisions and modus operandi
to attain offender’s short-term goals.

Research supports the rational choice model of crime, for offline crime [12,
76] and online crime [2, 77]. Most relevant, experiments show that policy meas-
ures that influence the costs and benefits of crime, by increasing the effort and
the risks, and decreasing the potential benefits, generally prevent crime offline
[12] and online [8].

In the context of ransomware, RCT suggests that offenders might be more in-
clined to conduct double-extortion attacks if the average additional profits from
data exfiltration outweigh the (average) additional efforts involved. This trade-
off is based on the assumption that the actors carry out multiple ransomware
attacks and not every double-extortion attack create extra profits compared to
encryption-only attacks. Another implication of RCT is that offenders exploit fa-
vorable opportunities to gain extra profits. For example, large companies are
more likely to afford higher ransom payments than small companies, incentiv-
izing offenders to demand larger ransoms from large companies compared to
small ones.

RCT helps explaining the offender’s decision-making, but it is equally import-
ant to consider the choices made at each stage of a crime. The modus operandi,
or crime script, outlines these stages and illustrates how offenders evaluate re-
wards, effort, and risks throughout the offense [57]. Understanding the crime
script for a specific crime is essential, as it reveals the key decisions made at each
step.

Crime scripting, a method from crime science, systematically studies these
stages, and has been applied to simulated cyber-attacks [67] and online stolen
market data [42]. Furthermore, crime scripting helps explain how offenders ad-
apt their strategies depending on the situation. In double-extortion ransomware,
for example, offenders may choose to encrypt only the most valuable parts of a
network to maximize profits while minimizing effort and risks.
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For ransomware, many crime scripts have been developed [46, 35, 60].
These scripts typically include stages such as development, Ransomware-as-a-
Service (RaaS) and collaboration, access, lateral movement, data exfiltration,
encryption, communication, payment, blackmail, and cash-out. Each stage has
specific goals, and understanding these stages helps in identifying points where
different actions might be coordinated to achieve the overall objective of the at-
tack. For instance, the goal of the access stage in a ransomware attack might be
achieved through a phishing attack [35, 71].

We summarize the steps based on previous literature as follows (see Figure
1.3) [46, 35, 60]:

1. Development: Initially, the offender needs to set up the necessary infra-
structure and develop the malware. This infrastructure supports the de-
livery of the malware and helps conceal network traces from the victim’s
system back to the offender.

2. RaaS (Ransomware-as-a-Service) and Collaboration: Individuals or
groups lacking expertise may utilize Ransomware-as-a-Service, which in-
volves renting ransomware from other offenders. This service enables af-
filiates with minimal technical skills to launch sophisticated ransomware
attacks, potentially simplifying the execution process and allowing special-
ization in different aspects of the attack.

3. Access: Gaining and maintaining access to a victim’s computer or network
is achieved by distributing the ransomware through various means such
as phishing emails, malicious apps, exploit kits, or vulnerabilities in the
victim’s systems.

4. Lateral Movement: This involves moving across the network to assess files
and gain control over the entire network, aiming to maximize the impact
of the attack. Furthermore, it is important for the offender to be able to
establish persistence, maintaining a foothold in the victim’s network, even
if they change their password or shutdown their computer.

5. Data Exfiltration: Offenders need to find, collect, package, and exfiltrate
sensitive data. Subsequently, the offenders need to have infrastructure to
host the victim’s data and publish it on a leak page if the victim is not
willing to pay.

6. Encryption: The core of the ransomware attack involves encrypting the
victim’s files, making them inaccessible without a decryption key.
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Figure 1.3: The crime script of ransomware [46, 35, 60].

7. Communication: Offenders need to establish communication with the
victim to negotiate the ransom, often starting with a ransom note that
could be personalized based on the victim’s characteristics like annual rev-
enue. The negotiations can be done by e-mail, although some of the lar-
ger ransomware groups communicate through a chat platform hosted on
a darknet page.

8. Payment: At this stage, victims must decide whether to pay the ransom or
rely on other means to restore their files, like backups. Negotiations with
the offendersmight involve determining a ransom amount, potentially with
the help of an incident response company.

9. Blackmail: Offenders may employ additional extortion tactics like DDoS
attacks or contacting the victim’s clients or employees to increase pressure
on the victim.

10. Cash-out: Finally, the ransom payment is processed, typically involving
money laundering through mixers or money mules, after which the de-
cryption keys are provided to the victim to restore access to their files.

Double-extortion ransomware adds complexity to the encryption-only
ransomware crime script, influencing the offender’s approach and victim’s re-
sponse, specifically in step 5 of the previously elaborated crime script. During
this step, offenders must set up a robust infrastructure to exfiltrate the data.
During the attack, the offenders have to find, collect, package, and exfiltrate
sensitive data. Finally, they have to find a way to publish the data if the victim
does not cooperate. Subsequently, the offenders have to display a file directory
of the exfiltrated data to the victims to prove data is exfiltrated. This action
allows victims to assess the value of the stolen data, potentially affecting the
ransom amount they are willing to pay. Taken together, data exfiltration during
a ransomware attack requires a lot of effort in addition to the effort required for
an encryption-only ransomware attack.
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From the victims’ perspective, the threat of publication of data in addition
to the encryption of their data extends the attack beyond the unavailability of
data (availability aspect of the CIA triad) to include the potential public dis-
closure of confidential information (confidentiality aspect of the CIA triad). The
CIA triad is an information security framework used to identify which aspect of
data is compromised in a cyberattack: confidentiality, integrity, or availability.
Given that double-extortion ransomware affects two dimensions of the CIA triad
(confidentiality and availability), whereas encryption targets only one, it seems
logical that double-extortion ransomware often increases the willingness to pay
a ransom compared to attacks that only involve data encryption [53].

The ransomware crime script illustrates the different steps during a ransom-
ware attack. Since these steps might involve other types of offenses, it also illus-
trates another concept: crime chains. Crime chains are series of different types
of offenses that occur together or in a certain order and are related to each other
to perform a coordinated set of actions [27, 44]. Crime chains are a generaliz-
ation of the concept of coordinated attacks mentioned in the previous section.
Offenders behind crime chains could deliberately coordinate their own crimes,
but they could also respond opportunistically to crimes of other offenders. Ac-
cording to the previously mentioned RCM [23], these benefits should enhance
profit or reduce costs, risks, and effort. Evidence shows that crime chains occur
offline [27, 5]. Despite limited focus in research, several studies indicate that
(long) crime chains also occur online [47, 78] and are more severe than small
crime chains or isolated attacks [66].

Figure 1.4: Illustration of the Crime Chain Concept.
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Various mechanisms enable a crime chain (see Figure 1.4) [27]:

1. Necessity. One crime requires another. For example, most offenders have a
strong incentive to cover up the first offense, and that might require com-
mitting a second one. A burglary starts out nonviolent, but the offender
has a reason to assault someone who discovers him or threatens to turn
him in. In ransomware attacks, after initially encrypting data, offenders
may find it necessary to use proxies to stay anonymous in order to avoid
attention from law enforcement. To gain these proxies that might exploit
other computer systems, thereby committing another cybercrime to remain
anonymous [56].

2. Disinhibition. One crime disinhibits another. Illegal substances often disin-
hibit people, after which they might commit crimes they would not have
committed otherwise. In the context of ransomware, this phenomenon can
be seen when offenders gain confidence due to successful high-profile at-
tacks and a perceived lack of law enforcement activity. This confidence
might lead to additional attacks or the use of more aggressive ransomware
tactics, thus escalating their malicious activities. An example of overcon-
fident ransomware actors is the regularly give interviews, although they
know they should stay anonymous [45].

3. Advertisement. One crime advertises another. Drug corners and drug mar-
kets are known in the community and might attract other types of crime.
When ransomware offenders successfully extort a high-profile company
and publicize this on their leak sites, it serves as an advertisement to other
potential offenders that the victim is vulnerable. This might lead to the
victim facing new attacks, leading to repeated victimization [24]. Thus,
the initial crime ‘advertises’ the possibility of additional crimes.

4. Enticement. One crime entices another. There is an overlap between of-
fender and victim populations. Offenders spend more time in risky situ-
ations and therefore might end up victims themselves. Offenders involved
in ransomware groups might fall victim to scamming. A common scam
is known as the ’exit scam,’ where leaders of a ransomware group falsely
claim they are being arrested and must cease their online activities [43].
In reality, they are not being arrested; instead, they use this as an excuse
to disappear with the ransom profits, denying other group members their
share. This scam illustrates how ransomware offenders can become victims
themselves.
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5. Setup. One crime sets up for another. A burglar enters a house, thinking
only about the loot. But he finds a young lady there alone and, with no
prior planning, rapes her [50]. This is an example of one crime setting up
another, despite the offender’s lack of initial intent. Similarly, in a ransom-
ware context, an offender might initiate a ransomware attack intending to
encrypt the data. However, upon discovering highly sensitive data within
the victim’s systems, the offender may decide to escalate the attack by ex-
filtrating and selling this data to competing companies or other offenders
[28].

6. Escalation. One crime escalates into another. Some disputes involve a cycle
of revenge, where a violent crime can lead to retaliation and perhaps escal-
ation. Even an innocent victim might take the law into his own hands and
retaliate at another time. In some cases, if a ransomware victim refuses to
pay and publicly denounces the offenders, it can lead to an escalation. The
offenders might respond by initiating denial-of-service attacks or releasing
a portion of the stolen data to pressure the victim into paying [52].

7. Victimization Cycle. One crime can start a victim chain. One of the more
subtle facts about crime is when a victim becomes an offender. For ex-
ample, Jan van Dijk found that bicycle theft in the Netherlands might lead
victims to steal another bike, essentially becoming an offender [27]. In a
ransomware context, offenders might be scammed by other offenders, and
to save money, scam other offenders as well [63]. This chain of offenders
scamming each other might become a victimization cycle.

8. One co-offender attacks another. Many crimes are committed by groups of
co-offenders who may later conflict over how to divide their loot. Ransom-
ware operations often involve various participants, including developers,
affiliates, initial access brokers, and money launderers. Ransomware de-
velopers create the malware, affiliates purchase and use it to execute at-
tacks, initial access brokers sell access to victims, often to affiliates, and
money launderers are specialized actors hired to launder the ransom after
payment. Disputes can arise over the distribution of ransom payments or
geopolitical affiliations [33]. These conflicts can lead to the split-up of a
ransomware group or the leaking of sensitive information to authorities or
competitors, like internal communication chats [33, 30].

These mechanisms show how crimes can lead to a series of other crimes,
creating a crime chain. To better understand double-extortion ransomware, it
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is helpful to explore crime chains, as they highlight the extra effort and higher
rewards involved in combining data encryption and exfiltration, compared to
only encrypting data. The concept of crime chains suggests that criminal activ-
ities tend to multiply, so that the disruption or removal of a crime might set
in motion a chain reaction of crime reduction [27]. Therefore, understanding
double-extortion ransomware through crime chains might help develop effect-
ive strategies to prevent ransomware.

RCT implies that people commit crime due to favourable situations or oppor-
tunities [26]. According to Routine Activity Theory (RAT), these opportunities
arise as a result of the convergence of time and space where there is a suitable tar-
get, a motivated offender, and the absence of a capable guardian [15, 58]. [51]
discuss the possibilities and challenges of applying RAT to cybercrime. They re-
view both theoretical reflections and empirical data-sets for the use of different
elements of RAT. Their conclusion is that it is unclear whether RAT could be
used as an analytical framework for cybercrime. [31] nevertheless concluded
that RAT provides enough explanatory power for cybercrimes. One example of
RAT in the online environment is the online presence of risky places. In the
context of ransomware, RAT suggests that companies heavily reliant on IT in-
frastructure, such as managed service providers, are more likely to be targeted
by ransomware attacks compared to companies with minimal IT infrastructure,
such as those in the leisure sector.

Another approach to studying double-extortion ransomware is through game
theory. This framework is particularly relevant because it analyzes the stra-
tegic decisions of the involved actors, such as whether the victim should pay
the ransom [10, 48, 29]. The features of the game are well-defined, with clear
roles for the offender and the victim, and decision options and payoffs that are
primarily monetary. By applying a game-theoretic model, we can determine the
existence of a stable equilibrium and identify potential interventions to shift this
equilibrium in ways that could enhance social welfare.

Research applying game-theoretic frameworks on double-extortion ransom-
ware align with previously mentioned empirical research: Combining data en-
cryption with exfiltration leads to higher profits for offenders compared to en-
cryption alone [52, 49, 54, 52]. However, research on the profitability of double-
extortion ransomware using game theory often ignores an important aspect:
victims’ uncertainty about whether data has been exfiltrated. This information
asymmetry can be effectively modeled using signaling games [62].

Signaling games are widely used in economics and evolutionary biology to
analyze situations where one party has more information than the other and
needs to signal a desirable attribute. For example, job seekers signal productivity
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through education or grades [73], and donors signal generosity through public
donations [32]. In our context, offenders might signal data exfiltration to max-
imize ransom payments.

Signaling game analysis has shown that costly signaling can force actors to in-
cur high costs to prove the desirable attribute. For example, university education
as a costly signal of ability [7]. [1] demonstrated how information asymmetry
between buyers and sellers of used cars can lead to market failure, which can
also apply to our context [49]. This framework suggests that data exfiltration
may not always benefit criminals. In this dissertation, we apply signaling games
to understand the decision-making of offenders and victims in the context of
double-extortion ransomware and information asymmetry.

Finally, we examine Situational Crime Prevention (SCP), a criminological ap-
proach that is based on RCT and states that crime could be prevented by chan-
ging situations [15, 25, 26]. More specifically, effective interventions should al-
ter the cost-benefit trade-off of these circumstances [22]. Five general strategies
guide SCP: Increase the Effort, Increase the Risks, Reduce the Rewards, Reduce
Provocations, and Remove Excuses [13, 14, 38, 34]. These strategies aim to de-
ter potential offenders by making crimes more difficult or less appealing. The
effectiveness of SCP strategies in combating various crimes has been studied [9,
39, 38]. Studies evaluating SCP measures against cybercrime are scarce [38]. In
this dissertation we study offenders’ decision-making processes during ransom-
ware attacks and develop SCP strategies for law enforcement and policymakers.

The theories discussed in this section were chosen for their ability to ex-
plain offender decision-making in ransomware attacks, all based on the assump-
tion that ransomware actors make rational trade-offs between costs and bene-
fits. Rational Choice Theory (RCT) serves as the central framework, analyzing
how attackers balance profits, effort, and risks. Routine Activity Theory (RAT)
highlights the role of opportunity, showing how offenders exploit vulnerabilities.
Game theory complements RCT by examining strategic interactions, particularly
during negotiations. Finally, Situational Crime Prevention (SCP) explores how
altering conditions can reduce attack opportunities, offering practical preventive
measures.

1.3 Research scope
The central theme of this dissertation is double-extortion ransomware, where at-
tackers encrypt victims’ files and exfiltrate sensitive data, demanding a ransom
for both the decryption key and a promise not to release the data. This re-
search focuses exclusively on encryption-based ransomware, excluding other
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forms like locker ransomware, wiper malware, and digital extortion (e.g., ac-
count takeovers) [35, 67]. By narrowing the scope to file-encrypting ransom-
ware, we aim to provide a deeper understanding of the decision-making pro-
cesses involved in these specific attacks.

As described in the previous section, the theoretical foundation for this dis-
sertation is mostly based on theories from crime science, such as Rational Choice
Theory, Routine Activities Theory, and crime scripting [23, 34]. These theories
have in common that they consider crime as a result of opportunity arising from
a favorable situation. Situational-based theories contrast with crime science the-
ories that focus more on the background and personal circumstances of offenders
[34]. In this dissertation, we will not focus on the background, childhood, psy-
chological well-being, and personal circumstances of ransomware offenders. In
line with RCT, we view offenders as rational actors who make decisions based
on evaluating the trade-offs between the potential profits, the efforts required,
and the risks involved in an attack, as suggested by [23].

RCT’s assumption that offenders are rational actors seeking to maximize
profits while minimizing risks and effort, aligns well with the assumption of ra-
tional actors in economic models. Therefore, we use game theory to quantify
offender decision-making. More specifically, we focus on signaling games to ana-
lyze the strategic interactions between ransomware attackers and victims during
ransom negotiations. By using signaling games, we can explore how information
asymmetry regarding the data exfiltration influences ransomware negotiations
and profitability.

Another concept which aligns well with RCT is crime chains. Crime chains
allow us to examine how the modus operandi of double-extortion ransomware
might influence the RCT elements (profit, effort, and risk). Chapter 2 offers
a broad overview of various crime chains, including opportunistic and coordin-
ated crime chains. In subsequent chapters, the focus narrows to double-extortion
ransomware crime chains, which involve multiple actors, such as data account
managers who are responsible for the exfiltrated data during double-extortion
ransomware attacks. A collaboration between malicious actors to conduct a
double-extortion ransomware attack might create a sequence of linked criminal
activities, from initial access to the final ransom demand. In this dissertation, the
concept of crime chains helps explain the emergence of different types of ransom-
ware, such as double-extortion ransomware, encryption-only ransomware, and
ransomware targeting NAS devices, based on their respective profits, effort, and
risks.

Finally, this dissertation adopts an interdisciplinary approach, integrating
criminological and economic theories with computer science to account for the
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technical elements of ransomware attacks. This approach enables a more com-
prehensive analysis of the choices offenders make during ransomware attacks,
such as whether to put in additional effort to exfiltrate data and how this impacts
both the offenders and the victims.

A potential complication of adopting an interdisciplinary approach is that
definitions and terminology may vary across different scientific disciplines. For
example, RCT links effort and profit for offenders, described in computer science
literature as a "work-averse criminal" [2, 3]. In Information Security, Intrusion
Kill Chains (IKCs) detail attack steps, similar to "crime scripts" in criminology.
[67] concludes that crime scripts and IKCs are essentially the same, outlining the
stages of an attack. Throughout this dissertation, terms like "offender," "actor,"
and "criminal" will be used interchangeably depending on the context of the
discussion and the target audience of the papers.

1.4 Research questions
As discussed in the previous sections, double-extortion ransomware has an im-
pact on society, yet there is a lack of empirical research examining the decision-
making of ransomware offenders. Drawing on Rational Choice Theory (RCT),
we formulate our main research question as follows:

Main Research Question: How do double-extortion ransomware at-
tacks influence profitability, effort, and risks for offenders?

To address this main question, it is essential to consider gaps in the existing
literature. Identifying these gaps allows us to develop relevant subquestions
that guide our investigation.

Research Gap 1: Limited Research on Online Crime Chains. As described
previously, the concept of crime chains helps understanding the sequence and
connection between various malicious activities. However, crime chains are sel-
dom discussed in the context of online crime [44]. We pose the following re-
search question:

RQ1: In what ways do crime chains affect the profitability, effort, and
risks of attacks?

To address this question, we conduct a systematic literature review, collecting
studies from both computer science and criminology journals. We then develop
a theoretical framework comparing the profitability, effort, and risks associated
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with different crime chains. This framework helps us understand the trade-offs
between these factors in different types of ransomware, like double-extortion
ransomware, encryption-only ransomware, and ransomware targeting NAS
devices.

Research Gap 2: Lack of Empirical Research on the Influence of Of-
fender and Victim Characteristics on Ransomware Profitability. There is a
lack of systematic, empirical research on ransomware profitability [17]. Most
existing studies focus on blockchain analysis of ransom payments [64], but this
approach does not account for how offender and victim characteristics influence
ransom demands, payments, and financial losses. Access to victim data would
provide more detailed insights, but due to its sensitivity, it is difficult to obtain.
However, through a special collaboration with the Dutch Police, we gained ac-
cess to ransomware attacks reported by victims to the police between 2019 and
2023. The police data allowed us to examine the profitability of double-extortion
ransomware based on offender and victim characteristics. To address potential
underreporting to the police, additional data was obtained from an incident re-
sponse company [74]. We pose the following research question:

RQ2: How does combining data encryption with data exfiltration alter
the profitability of ransomware attacks?

First, we estimate the potential biases in the datasets by applying multiple
system estimation to calculate the number of unobserved ransomware attacks
in the Netherlands between 2019 and 2022. The estimation is based on consid-
ering the intersection and disjunction between victims in police data, incident
response data, and leak pages. These estimates help us better interpret the ana-
lyses focusing on ransomware profitability in subsequent chapters and provide
a clearer understanding of the scope of ransomware attacks in the Netherlands.

Afterward, we analyze the ransomware cases reported to both the Dutch
Police and incident response companies, focusing on the relationship between
offender and victim characteristics and metrics associated with ransomware
profitability, such as ransom demands, payments, and financial losses.

Research Gap 3: Limited Research on Ransomware Targeting NAS
Devices. To our knowledge, there is a lack of research specifically focusing on
ransomware attacks targeting Network Attached Storage (NAS) devices, defined
as NAS ransomware. NAS devices are frequently used by individuals rather than
companies [68]. Individuals are less likely to hire incident response companies
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for recovery after a ransomware attack due to limited financial resources, mak-
ing them more inclined to report incidents to the police. This makes our police
dataset particularly valuable for analyzing NAS ransomware, which would be dif-
ficult to study using cybersecurity company data alone. The police dataset also
enables a comparison between NAS ransomware and other types of ransomware.

Additionally, comparing themodus operandi and profitability of NAS ransom-
ware to other forms of ransomware may provide insights into how offenders
trade off the key RCT elements: profits, effort, and risks. Since individuals
generally have fewer financial resources than companies, the potential profits
for offenders are lower. According to Rational Choice Theory (RCT), this re-
duced profitability influences the effort offenders are willing to invest, resulting
in a distinct modus operandi for NAS-targeted ransomware compared to regular
ransomware attacks. We pose the following research question:

RQ3: How does the profitability of ransomware attacks targeting NAS
devices compare to the profitability of regular ransomware attacks?

To address this question, we examine ransomware attacks reported to the
Dutch Police, of which a subset of attacks was targeting NAS devices.

Research Gap 4: Limited Application of Game-Theoretic Frameworks to
Model Information Asymmetry in Ransomware Attacks. As described in the
previous section, some literature addresses the use of game-theoretic models to
understand the decision-making of offenders and victims in ransomware attacks
[54, 10, 69]. These studies primarily focus on comparing the profits of double-
extortion ransomware with encryption-only ransomware. However, these mod-
els overlook the critical role of information asymmetry during ransomware ne-
gotiations as observed in our police data. When victims are uncertain whether
their data has been exfiltrated, it affects both the ransom they are willing to pay
and the overall profitability of double-extortion ransomware. Incorporating in-
formation asymmetry into these models would provide a better understanding
of double-extortion ransomware profitability.

We address this gap by exploring a signaling game to model information
asymmetry during ransomware attacks. Signaling games are particularly well-
suited for capturing the strategic interactions between offenders and victims
when one party has more information than the other. Moreover, the assumptions
of signaling games align closely with Rational Choice Theory (RCT), making our
analysis directly relevant to the RCT elements -profits, effort, and risk— that are
central to this thesis. We pose the following research question:
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RQ4: How does information asymmetry regarding data exfiltration
affect the dynamics between offenders and victims in double-extortion
ransomware attacks?

To address this question, we develop and apply a signaling game to model
the situation where offenders know whether data is exfiltrated or not and
whether victims know the importance of the data if it is exfiltrated. We focus on
factors such as ransom demands, ransom payments, and the role of information
asymmetry.

Research Gap 5: Limited Research on the Evaluation of Law Enforcement
Interventions Against Ransomware. There is a lack of studies evaluating the
effectiveness of law enforcement interventions against ransomware [38]. Un-
derstanding the impact of various strategies is crucial for developing effective
responses to the evolving tactics of cyber offenders. Situational Crime Preven-
tion (SCP) provides a framework for evaluating interventions that reduce profits,
increase effort, or raise risks for offenders, potentially decreasing ransomware
attacks.

Our research highlights the potential of using leak pages to assess the im-
pact of interventions. By analyzing the number and type of victims published
by ransomware groups before and after an intervention, we can measure the
effectiveness of law enforcement interventions.

RQ5: What intervention strategies could law enforcement employ to
combat double-extortion ransomware attacks?

To address this question, we examine interventions aimed at reducing profits,
increasing effort, and raising risks for offenders—such as arrests, decryptor re-
leases, crypto-asset freezes, leak page takedowns, and sanctions. We assess their
effectiveness by comparing the published victims of ransomware groups before
and after these interventions.
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1.5 Thesis outline and contributions

Figure 1.5: Outline of this dissertation.

Figure 1.5 shows the outline of this dissertation.
In Part I, after the introduction we start with the background and context

for crime chains in Chapter 2. These will prove helpful understanding the prof-
itability, risks, and effort of double-extortion ransomware, thus addressing RQ1.
The chapter is based on:

Meurs, T., Junger, M., Abhishta, A., Tews, E., & Ratia, E. (2022). CO-
ORDINATE: A model to analyse the benefits and costs of coordinat-
ing cybercrime. Journal of Internet Services and Information Security,
12(4).

In Chapter 3, we analyze the prevalence of ransomware attacks in the Neth-
erlands from 2019 to 2022, using three datasets: police reports, incident re-
sponse reports, and leak pages. By applying multiple system estimation to these
combined datasets, we estimate the number of unobserved ransomware attacks.
Additionally, this chapter allows us to assess the validity of these datasets for use
in the subsequent chapters. This chapter is based on the following study:

Meurs, T., Junger, M., Cruyff, M., & van der Heijden, P. G. M. (2024).
Estimating the Number of Unobserved Ransomware Attacks. Avail-
able at SSRN 4942706.
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In Part II, we will provide the payment decisions of victims, which indir-
ectly describes the profitability of double-extortion ransomware for offenders.
We start by describing the crime script, considering payment decisions and fin-
ancial losses reported by victims. More specifically:

In Chapter 4, we analyze the dynamics between offenders and victims in
ransomware scenarios, examining ransom requests, payment dynamics, and fin-
ancial losses reported to Dutch law enforcement to address RQ2. The chapter is
based on:

Meurs, T., Junger, M., Tews, E., & Abhishta, A. (2022, November).
Ransomware: How attacker’s effort, victim characteristics and con-
text influence ransom requested, payment and financial loss. In 2022
APWG Symposium on Electronic Crime Research (eCrime) (pp. 1-13).
IEEE.

In Chapter 5, we extend Chapter 4 by incorporating an extended dataset.
We will use a hurdle model to simultaneously estimate both the decision to pay
a ransom and the amount to be paid, further addressing RQ2. The chapter is
based on:

Meurs, T., Cartwright, E., Cartwright, A., Junger, M., Hoheisel, R.,
Tews, E., & Abhishta, A. (2023). Ransomware economics: a two-step
approach to model ransom paid. In 18th Symposium on Electronic
Crime Research, eCrime 2023.

In Chapter 6, we examine a specific type of ransomware attack: those target-
ing network-attached storage (NAS) devices. NAS devices are typically used by
individuals rather than companies, which alters the interaction between offend-
ers and victims. This analysis provides insights into the offender-victim dynamic
in a business context as well. The findings contribute to RQ3. This chapter is a
translated and extended version of the following study:

Meurs, T., Junger, M., Tews, E., & Abhishta, A. (2022). NAS-
ransomware: hoe ransomware-aanvallen tegen NAS-apparaten ver-
schillen van reguliere ransomware-aanvallen. Tijdschrift voor Vei-
ligheid, 21(3-4), 69-88.

In Part III, we will apply a game theoretical framework to study the inter-
action between victim and offender during double-extortion ransomware. More
specifically:
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In Chapter 7, we will consider an information asymmetry where offenders
know whether data is exfiltrated or not, but the victim does not, to address RQ4.
We model this information asymmetry with a signaling game. The chapter is
based on:

Meurs, T., Cartwright, E., Cartwright, A., Junger, M., & Abhishta,
A. (2024). Deception in double-extortion ransomware attacks: An
analysis of profitability and credibility. Computers & Security, 138,
103670.

In Chapter 8, we extend the model from Chapter 7, but now also consider
the cases where the offender does not know whether the data is valuable to the
victim, whereas the victim does know the sensitivity of the exfiltrated data, if
exfiltrated. We define this as a double-information asymmetry, and use another
signaling game to model this interaction. The analysis help contribute to RQ4.
The chapter is based on:

Meurs, T., Cartwright, E., & Cartwright, A. (2023). Double-sided
information asymmetry in double-extortion ransomware. In Interna-
tional Conference on Decision and game theory for Security (pp. 311-
328). Cham: Springer Nature Switzerland.

In Part IV, we will consider law enforcement interventions to combat ransom-
ware. More specifically:

In Chapter 9, we will use double-extortion ransomware attacks to study the
effects of law enforcement interventions on ransomware group operations, by
considering the victims they publish on leak pages prior and post-intervention,
to address RQ5. The chapter is based on:

Meurs, T., Hoheisel, R., Junger, M., Abhishta, A., &McCoy, D. (2024).
What to do against ransomware? Evaluating law enforcement in-
terventions. In 2024 APWG Symposium on Electronic Crime Research
(eCrime) (pp. 1–13). IEEE.

We will conclude the thesis in Chapter 10, where we summarize key findings,
discuss implications, and propose ideas for future research. On a final note, this
dissertation is a compilation of independent papers. Therefore, there might be
some overlap and repetition in different chapters.
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Chapter 2

Background: A Literature Review

Recent leaks (such as Conti) have provided greater insights on the working of cy-
bercriminal organisations. Just like any other business, these malicious actors stra-
tegically manage their processes in order to maximise their revenues. Coordinating
different types of cybercrimes as part of a single attack campaign provides another
opportunity to these criminal groups to improve the efficiency of their attacks. To
investigate the promise of this “coordination” between cybercrimes in improving the
financial gains realised by cybercriminals, we take a two-step approach. First, we
perform a bibliometric analysis of past scientific literature discussing the concept of
“coordination” w.r.t to cybercrime. Second, as a case study, analysing the attack
chains of DDoS, phishing and ransomware attacks, we identify vantage points for
potential coordination from an attacker’s perspective.

34
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2.1 Introduction
Cybercriminals can achieve greater success in their endeavours by using a co-
ordinated set of attack techniques in their strategy [72]. Maastricht University
in the Netherlands was struck by a serious ransomware attack which led to at-
tackers gaining access to the computers on December 23rd, 2019. The criminals
obtained initial access by sending two phishing emails, where two employees
clicked on the attachment [79]. Subsequently, the university decided to pay a
ransom of 197, 000 euros to get access to the data encrypted by criminals. How-
ever, not all victims of ransomware pay ransomwhen the demands are first made.
For instance, when Glen Dimplex Home Appliances got attacked in October 2020
and they paid the ransom only when the attackers pressured the company by per-
forming a Distributed Denial-of-Service (DDoS) attacks [51]. These examples
show that some attacks that at first sight may appear different attack events, but
may be part of the same attack event. According to [98], these type of attack
events are among the most aggressive and prevalent. We define coordination
as the use of different attacks or crimes for a single attack event. Understanding
coordination is essential to find effective and successful prevention strategies
against cybercrime.

Most work on coordination of cyberattacks from a computer science perspect-
ive [44], focus on attack coordination and orchestration. To the best of our
knowledge, this is mostly theoretical and does not focus on specific cybercrimes.
Another part of research literature focuses on the cooperation of criminal actors
from an economical [95, 6] or criminological [48] perspective. However, in our
view, collaboration and cooperation are different from coordination. As sugges-
ted previously, coordination is the use of different attacks or crimes for a single
attack event. On the contrary, collaboration is when a group of malicious actors
work on a shared objective. For example, when malware developers and black-
hat pentesters working together within a ransomware group [18]. Cooperation
is when a group of malicious actors are working together to help accomplish the
goal of one of the groups. Cooperation is a subset of collaboration. For example,
a phishing group helping a ransomware group to get access to a network to in-
stall their ransomware. Collaboration and cooperation focus on the relationship
between actors, whereas we are interested in the relationship between crimes.
Also, we would like to stress that collaboration and cooperation are not mutu-
ally exclusive: within a single attack event, both can occur independently of each
other.

Although coordinated attacks have been described by cybersecurity compan-
ies and blogs [80, 38, 23], to our knowledge no previous scientific research has
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systematically investigated the coordinated attacks from an attackers perspective
using specific cybercrimes. Additionally, in this study we will argue that coordin-
ated attacks could be more beneficial for the attacker and more severe for the
victim than regular types of attack, and that the evolving cybercrime ecosystem
will facilitate coordinated attacks in the future. Therefore, this study will focus
on coordinated attack events.

We explore coordinated attack events by performing a systematic literature
review of coordinated cyberattacks using a bibliometric mapping. Subsequently,
we use that information to perform a case study on the coordination of three rel-
atively frequent cybercrimes: DDoS, phishing and ransomware attacks. Previous
research has focused on the understanding and prevention of these individual
crimes and not their interaction [64, 67, 36]. We illustrate cases of coordina-
tion of DDoS, phishing and ransomware as described by the security industry
and identify possible vantage points for attackers to coordinate these attacks.
Subsequently, we propose COORDINATE: a model to describe different types of
coordinated attacks and the benefits and costs for an attacker to decide to co-
ordinate an attack.
Overall, our work focuses on addressing the following research questions:

(i) What is the current state of literature on the coordination and collaboration
of cybercrimes?

(ii) What are the costs and benefits for an offender to decide to perform a
coordinated attack or not?

The contributions of this work are twofold:

1. A bibliographic mapping of previous academic literature on coordination
and collaboration of cybercrimes;

2. Second contribution can be divided into three parts:

2.a. Introduce a case study of coordinating DDoS, phishing and ransom-
ware and identify potential vantage points for attackers to coordinate
these attacks;

2.b. Identify recent developments in the cybercrime ecosystem and ana-
lyse, why they facilitate coordinated attacks;

2.c. Integrating points 1 and 2.a. into a conceptual model COORDINATE.
COORDINATE describes four types of coordination and provides test-
able hypothesis of the pros and cons of coordination from the crim-
inal’s perspective.
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The remainder of this chapter is organised as follows. First, we elaborate
in Section 2.2 on previous academic literature on coordination and cooperation
of cybercrimes. We introduce in Section 2.3 a case study: the coordination of
DDoS, phishing and ransomware. We explain in Section 2.4 how the evolving
cybercrime ecosystem facilitates the coordination of cybercrimes in the future.
Considering these points, we deduce a hypothetical model to describe different
types of coordinated attacks and suggest testable predictions for future empirical
studies. Finally, in Section 2.5 we summarise our key findings.

2.2 Bibliometric mapping
In this section, we discuss the results of bibliometric analysis of previous aca-
demic literature on “coordination” and “collaboration” in relation to cybercrime.
First, we discuss the methodology used to perform the bibliometric mapping.
Then we present our key findings.

To find the relevant keywords to search for academic literature that dis-
cussed “cooperation” and “coordination” with relation to cybercrime, we follow
the method described by [7]. They suggest a four step protocol:

(i) Decompose the research question into individual elements.

(ii) Obtain key-words from primary studies.

(iii) Identify synonyms for the main terms.

(iv) Construct search strings using Boolean “AND" to join the main terms and
“OR" to include synonyms.

Afterwards, the boolean search string was used to query the literature data-
base Scopus. Subsequently, the literature from the field of mathematics, med-
ical, physics and astronomy sciences were excluded as they are not relevant for
studying cooperation and coordination of cybercrimes. We use VOS viewer [20]
to identify clusters within resulting literature. We use bibliometric coupling (a
measure that represents the number of references shared between two public-
ations) to identify these clusters. Hence, publications within the same cluster,
have a substantial overlap in the reference list. We analyse the abstracts of each
cluster by using the wordcount of each word in the abstract. Using the top 20
most occuring words within the abstracts of a cluster we identify the clusters
which are most relevant to concepts “coordination” and “collaboration” of cyber-
crimes and cybercriminals. If synonym of these concepts were present in these
20 words we further investigate the content of these clusters. The studies within
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Figure 2.2: Yearly #publications indexed by Scopus.

these clusters were compared to our research objective as described in Section
2.1.

Using the methodology as described above, the main terms of our query were
cybercrime and cyberattack, coordination, collaboration, business model and co-
operation. We search Scopus database using the following query:

(‘cyber’) AND (‘crime’ OR ‘attack’) AND (‘coordinat*’ OR ‘collabora*’ OR
‘business model’ OR ‘cooperat*’)

Using the Scopus database we found 2341 articles as a result of this query. We
excluded publications from the fields of mathematics, medical sciences, physics
and astronomy and as a result obtain 1762 articles. The yearly distribution of
these publications are shown in Figure 2.2.

These 1762 articles were used for the bibliometric mapping in VOS Viewer. As
described above, we used bibliometric coupling as a measure to identify clusters
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Cluster 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
Number of studies 64 61 44 42 36 33 31 25 24 32 26 17 15 13 7 2

Table 2.1: Number of studies per cluster found in VOS viewer with the extracted
studies from Scopus.

(a) 20 most occurring words in Cluster 10. (b) 20 most occurring words in Cluster 11.

Figure 2.3: Word cloud of 20 most occurring words in abstracts of Cluster 10 (a)
en Cluster 11 (b).

of publications related to a similar topic. All the identified clusters are shown
in Figure 2.1. Table 2.1 shows the number of studies we found for each cluster.
Using the 20 most occurring words of each cluster, we find the clusters most
relevant to our study. We identify clusters 1, 7, 9, 10 and 11 as related to concepts
of coordination and/or collaboration of cybercrimes. We analyse the studies in
each of these clusters to find the connection of these clusters with concepts of
coordination/collaboration.

Cluster 1: Keywords: network, framework, attack, security, data. This cluster
describes studies were defensive systems coordinate to deter cybercrime.
For example, [58] studies the collaboration of different IDPS to detect bot-
nets. [87] develops a honeypot for collaborative defense against distrib-
uted attacks of interconnected attackers. Unfortunately, in this study the
authors do not explain what distributed attacks of interconnected attackers
look like.

Cluster 7: Keywords: vehicle, system, attack, safety, communication. This
cluster describes coordination of different systems in a vehicle or several
(autonomous) vehicles to defend against cyberattacks. For example, [70]
and [93] study cyberattacks against connected autonomous vehicles.
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Cluster 9: Keywords: attack, system, power, based, grid. This cluster describes
coordinated attacks on a power grid system. The focus is on coordination
of the same type of cyberattack. For example, [53] explores distributed
smart grid attack strategies to destabilise power system components. The
authors consider the objective of the attacker to disrupt the power system
by taking control over breakers and coordinating attacks. Subsequently,
a strategy is formulated for the opponent to leverage variable structure
system theory to attack.

Cluster 10: Keywords: attack, network, model, security, attacker. This cluster
describes different cyberattack models, coordinated and collaborated at-
tacks. For example, [5] use a game theoretic approach to model the dy-
namic behaviour between attacker and defender. The authors argue that
each actor adjust his strategy based on costs, potential gain and/or damage
and effectiveness of participating the opponent’s strategy. [22] develops a
canonical model for cyberoperation by advanced attackers. They assume
an isolated attack by an individual attacker of homogeneous group. [4]
constructs a detection method which can recognise coordinated attacks,
by building a ’requires/provides’ model. The authors test their model on
the multi-stage attack of the Zeus botnet. [97] presents a high-level frame-
work of defending against a cyberattack collaborated by interconnected at-
tackers. The framework consists of five attributes of a coordinated attack:
time-aspect, space-aspect, effect of an attack, information change during
an attack and the privacy aspect.

Cluster 11: Keywords: system, attack, proposed, model, cyber-physical. Co-
ordination of power grid systems. For example, [28] considers cyber-
physical coordinated attacks against power grid and how to formulate a de-
fensive strategy to defend. [92] develops a estimation-based anomaly de-
tection method to defend against cyber-physical smart grid systems. With
cyber-physical translates to both cyber as physical security of power sys-
tems. This cluster seems highly related to cluster 9.

We can conclude that cluster 10 is most interesting considering the object-
ives from Section 2.1. Most studies out of cluster 10 are theoretical or consider
high-level frameworks of coordinated attacks [5, 97], as for example the canon-
ical model for cyberoperations by advanced attackers [22]. In this study take a
different approach: we focus on the costs and benefits of conducting coordinated
attacks compared to isolated attacks from the attackers perspective. In the next
sections based on a case study we argue the importance to not only consider how
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coordinated attacks are performed, but also why attackers have incentives to do
so.

2.3 Case Study: Coordinating DDoS, Phishing and
Ransomware attacks

In this section we present a case study of coordinating DDoS, phishing and
ransomware attacks. First, we performed a small literature review on whether
examples of coordination of these three crimes have been studied. In Section
2.3.1 the methodology of finding relevant literature is examined. On the basis
of this literature, we present a brief description of DDoS, phishing and ransom-
ware in Section 2.3.2. In Section 2.3.3 we examine possibilities of coordination
of the specific crimes, based on the characteristics of the crimes themselves as
described in Section 2.3.2. Finally, we consider the repetition of a specific crime
as a specific case of coordination.

2.3.1 Methodology
To find specific use cases of coordination in combination with DDoS, phishing
and ransomware in the academic literature, we use the following literature data-
bases: Scopus and Web of Science. We have considered the articles/papers pub-
lished in English language. Since the field of cybercrime is evolving very quickly
and we were interested in the most recent modus operandi, we considered lit-
erature from the past four years (published since 2017). We also exclude any
papers from the field of Medicine. For ransomware the keyword was ‘ransom-
ware’, for phishing ‘phishing’ and for DDoS ‘DDoS OR denial-of-service’. The
results of the search and filtering are shown in Table 2.2.

Table 2.2: Search results of DDoS (DDoS OR denial-of-service), phishing and
ransomware on different databases. Hits are the total number of hits with the
query. Unique is the amount of unique articles from Scopus and Web of Science,
where duplicates are removed and only attributed to Scopus.

Crime DDoS Phishing Ransomware
Database Scopus Web of Science Scopus Web of Science Scopus Web of Science

Hits 229 481 307 322 263 350
Unique 229 460 307 256 263 253

This resulted in 1765 articles, 689 for DDoS, 563 for phishing and 513 for
ransomware. After removing the duplicates we selected articles based on the ab-
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stracts which described the modus operandi, victims, offenders, infrastructure or
coordination. Articles concerning machine learning models or other automated
defense strategies were excluded. This resulted in 244 articles: 97 of ransom-
ware, 94 of phishing and 53 of DDoS. These articles were fully read and used for
describing DDoS, phishing and ransomware in Section 2.3 and understanding
the cybercrime ecosystem in Section 2.4. If the article referenced to other art-
icles with relevant information about coordination, these other articles were also
read, even if the article has been published before 2017. Finally, we add grey lit-
erature about coordination based on industry reports related to ‘coordination cy-
bercrime’, ‘DDoS phishing’, ‘DDoS ransomware’, or ‘phishing ransomware’. The
end date of these queries was 13 September, 2021. This resulted in 16 articles
from the security industry used in this chapter. Based on these findings we first
give a short description of the modus operandi of the specific crimes in the fol-
lowing section.

2.3.2 Overview DDoS, Phishing and Ransomware
Distributed Denial-of-service (DDoS) is a denial-of-service attack where attack-
ers keep users from accessing a networked system, service, website, application,
or other resource [77, 91]. A DDoS attack works by using all available network
bandwidth or resources on a target network. Often this is done by using a
botnet - entire networks of computers which are infected by malware and
under control of a command and control (C&C) server, which is controlled by a
botmaster [6]. Often, IoT devices are used for the botnet since they are hardly
secured and available in abundance [89, 41]. Anyone with a website or network
publicly accessible is prone to DDoS attacks. [91] indicate that 55% of DDoS
attacks targeted financial services and web hosting companies. Other obvious
targets are retail and e-commerce websites, whose revenue is highly dependent
upon their website being available and responsive [55]. For more information
about DDoS attacks we refer to [1, 55, 77].

Phishing is the sending of messages with the main objective to gather per-
sonal data of users [34, 45]. It is a popular method for stealing credentials,
committing fraud and distributing malware. Phishing is based on social engin-
eering: by using methods of persuasion the attacker tries to circumvent a victim’s
critical thinking and let him perform the action which the phisher wants to ac-
complish, like giving credentials or installing malware [34]. There are 3 types of
targets for phishing: general/indiscriminate, semi-targeted and spear phishing
[94]. Different types of phishing target different types of victims [19]: Indis-
criminate phishing is when the attacker targets many unrelated victims hoping
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at least some will take the bait. Semi-targeted attacks focus on a specific or-
ganization or group. With spear phishing a specific individual (often C-level or
IT-administrator) is targeted. For more information about phishing attacks we
refer to [24, 25, 66].

Ransomware is a category of malicious software that prevents users from ac-
cessing their computing device resources by encrypting them [67]. Typically it
prevents users from accessing their computing device or files, it shows a screen
to provide a way for the victim to pay the ransom. Until the victim pays, the
computing device is unusable. Often a deadline is mentioned and an anonymous
payment method requested. Ransomware demands used to be typically between
300 to 2000 dollar per target, but is currently much higher [26, 83]. The attack
targeting has shifted from individuals to companies [15, 26]. The reasons are
twofold: First, targeting has shifted to the healthcare sector, government institu-
tions, and education, because their data is most precious and they often pay high
ransoms [32, 30]. Second, it is easier to infect a company than an individual.
For more information about ransomware attacks we refer to [12, 26, 15].

2.3.3 Coordinating DDoS, Phishing and Ransomware attacks
(i) Coordination of ransomware and phishing: A first type of coordination

is between ransomware and phishing. For ransomware to take place, an
attacker has to gain access to a network or system. [30, 54, 26] indicate the
importance of phishing to gain access to a network, which is than used to
install ransomware and perform a ransomware attack. [26] mentions that
email phishing accounts for 59% of initial access in ransomware attacks.
[100] make the distinction between targeted and bulk ransomware. When
the attack is indiscriminate, spam emails are a common way to attack. If
the attack is targeted, (spear)phishing and the use of exploits are more
typical.

Not only is phishing used to facilitate the installation of ransomware,
also ransomware is increasingly used to indirectly steal credentials, which
sometimes lead to more phishing [50, 82]. Another way ransomware leads
to phishing is in which the content of the phishing email seems more cred-
ible by addressing a recent or on going ransomware attack. After the Uni-
versity of Maastricht faced a ransomware attack, it was targeted by a phish-
ing campaign. The emails addressed the ransomware attack, and provided
context and credibility to the malicious email [79].

A third way for ransomware to possibly lead to phishing was described by
[50]. [50] studied different factors contributing to maximizing profit of
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a ransomware attack. Their conclusion was that combining ransomware
with data-stealing is in general more profitable than ransomware without
stealing the data, and that selling the stolen data is always more profitable
than threatening to leak the data. Leaked data is often used for semi-
targeted and spear-phishing [82]. Therefore this new method of steal-
ing data during a ransomware attack provides additional opportunities for
(targeted) phishing.

(ii) Coordination of ransomware and DDoS: A second type of coordination is
ransomware and DDoS. Several studies indicate different ways to coordin-
ate ransomware and DDoS. [85] mentions that DDoS is used as retribution
for not being able to enter a network, to possibly install ransomware. Fur-
thermore [61] and [3] mention that DDoS is increasingly used as leverage
when victims of a ransomware attack decide not to pay the ransom, as was
mentioned in the introduction. As example, ransomware gangs like Avad-
don group and SunCrypt are mentioned [3]. [39] actively scanned darknet
forums and found ransomware actors to actively look for botmasters. This
would suggest that ransomware actors do not use easy-to-buy booterser-
vices, but want to possess their own infrastructure to conduct DDoS attacks.
Additionally, REvil attackers told in an interview that they want to increase
the use of DDoS during a ransomware attack, since victims are more willing
to pay the ransom, according to the REvil actor [18].

DDoS is sometimes used to distract attention from a ransomware infec-
tion [52, 16]. In this context, an attack with the goal to distract from
another attack will be defined as a smokescreen [38]. [16] mentions
these smokescreens are done by doing sub-saturating DDoS attacks: low-
bandwidth and short in duration (less than 5 minutes). This is done to
prevent detection by DDoS mitigation systems. During those 5 minutes, IT
staff is busy dealing with momentary network outages, whereas the crim-
inals do automated scanning or penetration techniques to map the network
and install the ransomware [16].

Besides these specific forms of coordination of ransomware and DDoS, a
more fundamental similarity is that both ransomware and DDoS are ba-
sically a denial of resource [100, 75]. This indicates that ransomware and
DDoS would only be coordinated if they attack different parts of a net-
work, computer or system. For example, it would not make much sense to
perform a DDoS attack on a public-facing server if it is already encrypted
by ransomware.
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(iii) Coordination of phishing and DDoS: A third type of coordination is
between phishing and DDoS. Several articles describe cases of coordina-
tion between phishing and DDoS. Phishing is sometimes used to increase
a botnet, which could be used for DDoS [6]. There are two ways phishing
leads to an increased botnet. One way is to use credentials to automatic-
ally install malware [82]. Another is to send a email containing phishing
and malware at the same time. Another possible link is the use of DDoS
to either hide a phishing campaign, or make phishing emails seem more
genuine by using it as a storyline or context [36, 40, 42].
The role of context in a phishing email was analysed by [27]. Students
either got either an email about winning an I-Pad, or a course-related
email. They found that 71.3 per cent of the participants who opened the
course-related message also clicked on the simulated phishing link and
63.9 per cent submitted credentials. For the Ipad, these were respectively
5.9 and 3 per cent. They conclude that contextualized social engineering
threats like course-related emails lead to victims overlooking cues of de-
ception that normally would be caught in non-contextualized messages.
The timing of phishing and DDoS was studied by [36]. They found there
to be relatively more phishing emails send before and after a DDoS attack,
compared to the baseline without DDoS attack. The authors claim this
indicates a coordination of DDoS and phishing, although it could not be
established whether this coordination was intended.

2.3.4 Campaigns and repeated attacks
It is worth noting that a form of coordination already exists for a long time within
these three types of crimes:

(iv) Multiple DDoS/phishing/ransomware attacks: DDoS attacks often con-
sists of multiple attacks. [77] analysed the probability of an attack. He
found attacks to be relaunched on the same target less than 5 minutes
after the end of the previous one is 58 %. 19 % of all attacks are part of a
DDoS campaign of at least 5 consecutive attacks. These findings illustrate
the effectiveness of coordinating several DDoS attacks, which is defined as
repeating attack [77]. This is also common for for many DDoS hacktivist,
who work together to create a larger attack [57, 78].
Multiple phishing attacks: Bulk phishing can lead to spear-phishing (more
targeted) [43]. An attacker sends the phishing emails first in bulk. When
the attacker receives the credentials of the email-account, he or she will
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use this email-account to send new specifically targeted phishing emails to
the contacts of the account. Since these emails originated from a trusted
sender, more people are inclined to click on the link compared to phishing
emails send in bulk [9]. Furthermore, phishing emails are often send in
campaigns. [45] defined campaigns as sending a similar phishing email
several times over a certain time span. Using campaigns is a cost-effective
way to attack from the offender’s perspective, since the attacker only needs
to change the URL where the victim needs to click.
Multiple ransomware attacks: Ransomware could lead to more ransom-
ware because of worm-like capabilities [54, 12, 26]. The ransomware
could therefore infect an entire network automatically. This is the reason
whyWannaCry was so proliferate [26]. Another way different ransomware
attacks are linked is because some high-value targets might be of interest
to multiple ransomware actors. It happens that companies receive multiple
ransomware attacks, encrypting their files multiple time. The only way to
decrypt the files is when the ransomware actors cooperate [18].
Although campaigns and repeats could be considered a specific type of
coordination, further analysis is outside the scope of this chapter.

2.4 COORDINATE: the Cybercrime cOORDINATion
modEl

Internet presents a global ecosystem that offers, among many other things, the
tools, e.g., botnets, CaaS, cryptocurrencies, and an anonymous communication
infrastructure, that enables the development and execution of attack chains [65,
49]. In this section, we describe how the recent development of tools and infra-
structure within that ecosystem facilitates coordinated attacks and help explain
the rise of reported coordinated attacks in Section 2.3. Subsequently, we pro-
pose COORDINATE, a newmodel of coordination and testable predictions to help
analyse the costs and benefits of coordination for cybercriminals.

2.4.1 Development Tools and Infrastructure in Cybercrime
Ecosystem

[8] analysed the cybercrime ecosystem by considering malware, bitcoins and
darknet. We extend this research by briefly describing the evolution of under-
ground forums and markets, cryptocurrencies, online anonymity and botnets.
In essence, a cybercriminal wants to anonymously communicate with other cy-
bercriminals (through underground forums and markets), anonymously receive
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and send money (with cryptocurrencies) and perform anonymously cyberattacks
(through online anonymity and botnets).

(i) Underground forums andmarkets: Cybercriminals need to communicate
together if they want to collaborate. This might explain the proliferation
of online cybercriminal communities on darknet forums [68]. The rise of
new and popular communication technologies is tied with the increasing
problem of cybercrime [84]. This is because darknet or underground for-
ums promote the trade of attack tools and services, making cyberattacks
accessible for actors with low level of technical sophistication [68]. For
a detailed examination of underground forums and markets we refer to
[63].

(ii) Cryptocurrency: Cryptocurrency technically refers to a cryptographic
string of numbers and alphabetic symbols, which together give a unique
number and is considered a digital currency which can be exchanged for
real-life currencies [74]. It is a common way for cybercriminals to stay
anonymous and conceal their money footprint [14]. The first darknet
market to accept cryptocurrency was Silk Road in 2011. Although the
business model of Silk Road was very successful, in 2013 the FBI shut it
down. Nevertheless, cryptocurrency enabled to receive money anonym-
ously. Nowadays most Law Enforcement agencies around the world have
different methods to attribute crypto wallets to individuals. Therefore, cy-
bercriminals often use mix services to hide money traces [74].

(iii) Online anonymity: The Internet community over theworld is interested in
anonymity. This led to the development of various anonymous networks.
The most important are proxies, virtual private network (VPN) and The
Onion Router (TOR) [73]. A VPN creates an encrypted connection over a
less secure network, usually the internet, to send encrypted traffic [69].
The use of these technologies improves anonymity of internet users, both
normal citizens but also criminals who want to hide their online activities
[68, 59].

(iv) Botnets: Botnets are remotely controlled networks of computers, often
with malicious aims [6]. The types and attack patterns of botnets con-
stantly change, due to a large increase since 2016 in IoT devices which
have enough processing power to be part of a botnet [90]. Botnets are most
commonly used for DDoS attacks, but the infrastructure has also been used
to spread phishing and malware [81], like for example the Emotet botnet.
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Altogether, these developments led to the rise of:

(a) Cybercrime-as-a-Service (CaaS): Cybercrime-as-a-service is the phenom-
ena that cybercriminals not only perform attacks themselves, but also buy
or sell the tools and knowledge to other criminals to perform attacks [56].
Most criminal groups have become highly specialized in specific tools and
methods to perform a specific part of an attack [33]. According to [31],
CaaS leads to commoditization, specialization and cooperation of cyber-
criminals. Consequently, we can deduct that cybercrime-as-a-service leads
to more interdependence between different cybercrimes, because crimin-
als conducting different types of crime can work together to maximize
profit.

(b) Capabilities and resources: Offenders can expand capabilities by learning
from others through darknet forums. The required capabilities are an im-
portant distinction between cybercrimes like DDoS, phishing and ransom-
ware. Ransomware is highly technical, phishing is medium difficult (also
depending on web-based or email based phishing) and DDoS attacks are
less technical [88]. This means that a non-technical actor could not use
ransomware for a coordinated attack. One way to circumvent this prob-
lem is to buy tools and services from more technical actors, the phenom-
ena CaaS. Nevertheless, not everything can be bought. For example, some
actors who sell ransomware do not want to sell to newbies, because they
might screw up and therefore get attention of Law Enforcement [26, 52].

(c) Democratization of cybercrime: The dissemination of cybercrime has
been noted with respect to offenders as well as victims. Several authors
noted that the step towards online offending has become easier over time,
during the past decades. One does not need to be technically skilled, but
with CaaS everyone can buy a phishing kit [31, 95] and start a phishing
campaign or buy a DDoS attack and attack one’s school [2]. The commod-
itization of attacks has led to a democratization of offending, according to
[37, 62, 35]. A similar development is found with regard to victimisation.
One of the consistent findings in traditional crime is that victims tend to
be young and male, have a low educational level and are usually relatively
poor [10, 21, 47] because it is strongly related to location and going out
[46, 60, 86]. With the digitalization of society, however, offending and
victimization of cybercrime become much less related to location or being
outdoors. Victims of online crime are both males and female, and for some
crimes (online banking fraud, identity theft) of all ages or relatively old
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[37]. In summation, offenders as well as victims of online crime tend to be
more than before a random – or ‘normal’ - selection of society.

These developments either directly or indirectly influence the costs and bene-
fits of coordinated attacks. Therefore, it also influences an attacker’s decision to
perform a coordinated attack. Based on the information gathered in this chapter
we propose COORDINATE, a model to evaluate the costs and benefits of coordin-
ation for cybercriminals.

2.4.2 COORDINATE
From the empirical observations of coordination of DDoS, phishing, ransomware
described in Section 2.3 and the evolution of the cybercrime ecosystem we hypo-
thesise four types of coordination based on the costs and benefits of coordination
for cybercriminals:

(i) Direct collaboration: One or multiple actors coordinate different attacks
before performing the attacks. An example is when a ransomware group
uses DDoS attacks to put pressure on a victim if he is not paying the ransom
during a ransomware attack [18, 3, 61].

(ii) Indirect collaboration: One or multiple entities perform an attack and
sell the end-product of that attack to other entities. For example: creden-
tials gained from a phishing attack are sold to a ransomware group, who
use the credentials to gain access to a system or network and install their
ransomware [26, 100, 30].

(iii) Opportunistic coordination: One or multiple actors perform an attack.
Subsequently, this becomes known to another actor. Subsequently, this
actor uses this knowledge to enforce their own attack. For example: the
media reports that a company is victim of a ransomware attack. A phishing
group using this information as a context in their phishing email, sending
them to the victim [79].

(iv) Random coordination: It might be that one or multiple offenders coordin-
ate attack at random, and do not know their attack collides in some way
with another attack. Then the attack looks like it is coordinated from a
victim’s perspective, although the offenders do not know this. A example
is a bank who faces both phishing emails and DDoS attacks from two dif-
ferent entities, who do not know from each other an attack occurred [36].
Random coordination is outside the scope of the proposed model.
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Figure 2.4: The different coordination types examined in this study.

The three relevant types of coordination are depicted in Figure 2.4. Note that
it seems that one attack happens after the other, but this is not necessarily what
is happening. For example, a DDoS attack could be a smokescreen for installing
ransomware at the same time [16, 52]. Nevertheless, the coordination types are
applicable to both sequential and parallel coordinated attacks. Here we define a
sequential attack as two attacks with no overlap in time and a parallel attack as
two attacks with overlap in time.

The various types of coordination lead to different ways of decision-making
by an offender compared to no coordination in attack. The literature we found
in Section 2.2 mostly focuses on how coordinated attacks could be performed,
but not why the attacker would be motivated to do so. From a Rational Choice
Perspective [11, 17], financially motivated cybercriminals try tomaximize profits
while minimizing costs and risks. Based on the use cases and developments
presented in the previous sections, we hypothesize the following model, which
we call COORDINATE: the CybercrimecOORDINATion modEl.
2.4.2.1 Benefits of coordination for cybercriminals
Performing a coordinated attack compared to a single attack leads to certain
benefits. Based on Rational Choice Model of Crime [17], we argue that these
benefits need to either increase profit, and/or decrease costs, risks and effort.

(i) Profitability: More profit per attack. Every successful attack will generate
more profit. It can generate extra profit in two ways. 1) Larger companies
or public organizations can be more successfully attacked. Therefore more
ransom could be asked during a ransomware attack, or more money could
be obtained with phishing or DDoS [76, 29]. 2) Every attack can generate
revenue. For example, in a ransomware attack the attackers might gain
the ransom, but also selling obtained credentials might directly provide
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in extra profits [31, 82]. Higher profit per attack could be most import-
ant in direct collaborated attacks, where offenders consciously collaborate,
perhaps to go after a ’big fish’. It seems least applicable to opportunistic
coordination, because they do not really apply specific targeting [13, 15].

(ii) Success rate: Higher probability of success per attack. By putting ad-
ditional pressure on the victim during a ransomware attack or providing
credible context in a phishing email, victims might be more willing to pay
ransom or click on the link in the phishing email [18]. Sometimes the at-
tack enables another attack, which means the probability goes from zero
per cent (not possible) to a probability higher than zero per cent by co-
ordinating the two attacks.

(iii) Diffusion of responsibilities: Coordination leads to diffusion of respons-
ibilities: by performing a small part of the attack, the offender might feel
less responsible for the attack [72]. Therefore moral costs are reduced:
the feeling of doing something wrong might be less during a coordinated
attack. This seems most applicable to indirect collaboration, where the of-
fender selling their services or products do not necessarily know what the
other offender is doing with the bought services or products. Diffusion of
responsibilities may occur less often with direct collaboration, where an
actor is in charge of the entire attack. Decreased moral costs could also oc-
cur with opportunistic coordination, since the offender of the second attack
does not feel responsible for the first attack.

(iv) Outsourcing: Outsourcing the most risky or difficult parts of attack. In co-
ordinated attacks, offenders could decide to perform the parts of an attack
which have least risk of being detected or chased by Law Enforcement [31].
For example: they steal credentials or develop ransomware, but someone
else deploy the ransomware [26, 12]. Law Enforcement tends to investig-
ate the criminals behind the attack, and not the facilitators and enablers
[71, 88]. Therefore, these have less risk of being caught and convicted.
Advantages of outsourcing do not occur with direct collaboration, since
the offenders have to perform all the aspects of the attack themselves. It
most probably happens with indirect collaboration, since many offenders
offering their products or services actually offer tools or services to sup-
port an attack, but not perform the attack themselves. Finally, opportun-
istic offenders might only try attacks were they do the less risky attack.
For example: they might execute phishing after a ransomware attack. In
general, ransomware attacks often attracts more attention than phishing
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from Law Enforcement, because impact and severity is often higher. So by
phishing after the ransomware, they might receive less attention from Law
Enforcement compared to a single phishing attack.

(v) Shielding: Repeatedly performing a small part of an attack-type might
lead to specialisation [31, 95]. Specialization might lead to better shield-
ing techniques. This does not seem likely for direct collaborated coordin-
ated attacks, because they perform the entire attack chain themselves. On
the contrary, better shielding might drive indirect collaboration, where of-
fenders on darknet forums are highly specialised and therefore might have
more knowledge how to shield themselves. Likewise, in opportunistic co-
ordinated attacks actors also can not perform the entire attack themselves,
and therefore have better shielding compared to actors who are responsible
for the entire attack, as in direct collaborated coordinated attacks.

2.4.2.2 Costs of coordination for cybercriminals
Coordinated attacks do not only have advantages, there are also costs:

(i) Transaction costs. If the coordinated attack is the result of a collaboration
or cooperation of different actors, than this cooperation contains transac-

Table 2.3: Overview proposed hypotheses of relationships between different
costs and benefits in COORDINATE. ++ is a positive relationships, + is a small
positive relationship, +/− no relationship, − is a small negative relationship,
and −− is a negative relationship.

Direct
Collaboration

Indirect
Collaboration

Opportunistic
Coordination

Benefits More profit ++ + +/−
Higher probability success ++ ++ ++
Decrease moral costs +/− ++ +
Outsource most risky parts +/− ++ +
Better shielding −− ++ +

Costs Transaction costs ++ + +/−
Timing +/− + ++
Extra effort ++ − −−
Financial costs + ++ +/−
Traces ++ + +/−
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tion costs [95, 99]. From Transaction Cost Economics these costs contain
costs of working together, sharing profit, not knowing whether you could
trust the other party, etc. [96, 95]. Since direct collaboration consists
of the most intensive form of collaboration of all three, it follows that this
would have the highest transaction cost, followed by indirect collaboration.
Opportunistic coordination does not entail collaboration and therefore no
transaction costs.

(ii) Timing. For some coordinated attacks timing is important. For example,
when phishing for credentials to gain access to a network to install ransom-
ware, the credentials might be invalid after a certain amount of time.
Therefore the initial access broker can not wait too long for selling or using
the credentials. Timingmight be most important for opportunistic coordin-
ated attacks, where they have to react to a another attack in time [36]. For
direct collaboration timing might also be important between attacks, but
they can decide themselves when the different attacks will be performed.
So they are more in control over timing than opportunistic actors. Finally,
products and services sold online are probably less time-sensitive than the
other two, because it takes time for a vendor to find a buyer. So if timing
was important, he would probably be not able to sell it through darknet
forums.

(iii) Extra effort. Time and energy are required to perform a second attack if
done by the same actor. Time spent on the second attack could not be used
to do another separate attack, which would have also gained money. This
is most important for coordination as a result of direct collaboration, since
attackers have to coordinate all the attacks and make sure they have all
capacities and resources to perform the attack. For example, if they try to
find their own exploits, there is the risk of not finding any. Therefore, it is
easier to perform a coordinated attack with products and services bought
on darknet forums, and therefore effort should be less for a coordinated at-
tack than uncoordinated attack. This could even more so for opportunistic
attacks, they do not need to put any effort in the first attack. So attackers
probably do not need to make more effort than if they would perform an
uncoordinated attack.

(iv) Financial costs. Resources or capabilities needs to be bought, also, if one
develops one’s own software, than this also directly costs money. These
costs are highest for goods and services bought on the darknet market, so
indirect collaboration. Financial costs seems to be less so for direct collab-
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oration, since attackers only need to buy resources and capabilities they do
not have themselves. However, buying resources should be less expensive
then end-products. Opportunistic actors do not have to pay anything to
perform their coordinated attack, they just react to another attack.

(v) Traces. Performing more attacks will lead to more possible traces during
an investigation of Law Enforcement. Therefore, performing coordinated
attacks could increase the probability of getting caught. This seems most
applicable to direct collaboration, since the same group of actors perform
the different attacks, and therefore all attacks could be linked back to the
group. This seems less applicable for indirect collaboration, because the
attacks of criminals are only linked by a purchase over darknet. Linking
attacks through darknet markets might be harder than a group with the
same modus operandi. Since opportunistic coordinated attack do not have
a link with the actors of the first attack, there are no extra traces compared
to a single attack.

The hypotheses discussed above are summarised in Table 2.3.We believe
these hypotheses need to be tested in further empirical research on coordina-
tion of cybercrime.

2.5 CONCLUSIONS
Although coordinated attacks have been described cybersecurity companies and
blogs, to our knowledge no scientific research systematically studied coordin-
ated cybercrimes. This chapter set out to identify various ways attacks can be
coordinated, describe recent developments w.r.t. coordination/cooperation con-
cepts in cybercrime literature and provide a model of understanding the decision
to coordinate attacks or not.

Our first research question: What is the current state of literature on the
coordination and coordination of cybercrimes? We addressed this question by
analysing the bibliometric mapping of academic literature, we found a cluster
of studies which focuses on coordinated cyberattacks from the attackers per-
spective. They mostly focus on how these crimes can be coordinated, but not on
the incentives for the attacker to do so. Therefore, our second research ques-
tion was: What are the costs and benefits for an offender to decide to perform
a coordinated attack or not? We addressed this question by introducing a case
study of coordinating DDoS, phishing and ransomware. From the case study,
specific vantage points for coordination were identified. Furthermore, through
describing the recent developments in the cybercrime ecosystem, we explained
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why coordination becomes more feasible for attackers than it did previously. Fi-
nally, we deduced a hypothetical model we named the Cybercrime Coordination
Model, COORDINATE. From this model we made testable predictions about the
importance of certain costs and benefits towards the different types of coordin-
ated attacks.

The results of this study indicate that coordinated attacks result in more harm
and are, consequently, more dangerous. We showed that one can already observe
attack coordination. If our model is correct, coordinated attacks will be produce
more rewards for offenders at lower costs and therefore will occur more often in
the future. We are therefore in danger of observing a dynamic system where one
crime will lay-out opportunities for new crime that may lead to more and more
online crime.

This study was limited by the absence of empirical data on coordinated cy-
bercrimes in order to investigate the severity of such attack events. Despite its
exploratory nature, this study offers some insight into the importance of co-
ordinated cybercrimes. We hope this study will be a stepping-stone for other
researchers to conduct empirical research on coordinated cybercrimes.
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Ransomware actors don’t see ’big’ and
’small’; they see opportunity. Every

vulnerable system is a potential payday.
∼ Brian Krebs



Chapter 3

Ransomware Prevalence

Accurate crime measurement is crucial for scientists, policymakers, and the public.
Traditional methods, like self-reporting and official statistics, struggle with reliab-
ility, validity, and sampling, particularly with the rise of online crime. This study
estimates ransomware prevalence in the Netherlands from 2019 to 2022 using a
capture-recapture method, combining data from police reports, incident response
companies, and leak pages. Results show significant underreporting, with only
41.4% and 40.2% of attacks detected in large and medium businesses, respectively.
The estimate for small businesses is less reliable, but it suggests a higher number of
unobserved victims compared to larger companies.

70
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3.1 Introduction
Knowing how much crime there is in a country is important for a number of
reasons, among them government accountability, informs public awareness and
research, and aids in resource allocation [54]. Traditionally there are three main
sources of crime statistics: self-report victimization, self-report offending, and
official statistics on recorded crime by law enforcement agencies [38]. Measures
based on interviews, whether they focus on offending [33, 56] or victimization
[5, 13, 21], have problems to solve with respect to the reliability and validity
of their instruments, and they have to deal with sampling problems, such as an
increase of nonresponse over time [55, 36]. For instance, the Dutch victimization
survey has response percentages of around 32% [2]. Furthermore, police reports
include only a selection of victims as victims do not always report an incident to
the police [57, 59].

While offline crime is not very easy to measure, measurement problems be-
come even more complicated with online crime [19]. The anonymity of the
internet makes it hard to identify offenders, and online crimes are more likely
to go unnoticed compared to traditional crimes. For example, data theft might
not be detected immediately, making it challenging to measure the true extent
of the crime. The hidden nature of specific online crimes adds to these meas-
urement challenges, as they are not as physically visible as traditional crimes.
Finally, according to [21], one of the main problems of measuring cybercrime is
the relative absence of official data. However, this is not true to the same extent
for all online crime.

The present study focuses on estimating the prevalence of ransomware. A
ransomware attack is an example of online crime, which involves malicious soft-
ware that encrypts a victim’s data, with the attacker demanding a ransom for the
decryption key. In recent years, ransomware has become a significant societal
concern [8, 4, 15, 16]. This concern comes, among other things, from the high
costs to victims and the significant disruptions to daily life, as exemplified by the
Colonial Pipeline incident that led to widespread fuel shortages in the United
States [4].

Measuring the prevalence of ransomware attacks is crucial for understanding
their impact. There are three primary sources that provide data on ransomware
attacks: police reports, incident response companies, and leakpages. Police re-
ports provide information on incidents brought to the attention of law enforce-
ment. Incident response companies offer insights from their operations assisting
victims in recovering from ransomware attacks. Leakpages are websites where
attackers publish data of victims who do not pay the ransom.
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By linking individual victims in these datasets, its combination provides a
way to measure ransomware prevalence, taking into account that every dataset
in itself might be biased, as described previously. Using this combination we
apply capture-recapture methodology, or multiple system estimation (MSE), to
compute estimates of the total number of ransomware attacks for large, average,
and small businesses [61]. Accordingly, our main research question is:

How many ransomware attacks are there in the Netherlands in
2019 - 2022?

Multiple systems estimation (MSE) is a methodology used in official statist-
ics, particularly with population censuses and administrative data sources. MSE,
also known as capture-recapture, is widely used to estimate the size of popula-
tions that cannot be completely observed [14]. This method links multiple data
sources, or ’lists,’ to estimate the number of unobserved cases. By definition, the
number of cases that is missed by all lists is unknown. By analyzing the overlap
between these lists, it is possible to estimate this number, and once we have this
estimate, we can infer the total number of incidents.

The outline of this chapter is as follows: in §2 we consider the background
literature on traditional crime rate estimation methods and potentially new data
sources based on the ransomware crime script. In §3 we present our data and the
methodology. Afterwards, §4 presents the results on the amount of ransomware
attacks in the Netherlands. In Section §5 we compare our results with the Dutch
Victimization Survey of the Statistics Netherlands [6]. Subsequently, we discuss
our findings and conclude in §6 and §7, respectively.

3.2 Background
Having basic information on crime is essential for nation-states. Citizens of de-
veloped countries usually have at least some concerns about crime levels in their
community [11, 24, 49]. Knowledge about the amount of crime and its char-
acteristics matters to citizens and policymakers. Accordingly, adequate crime
statistics are important. A commission of the UK government [54] listed five
major reasons why a nation needs crime statistics at a national level:

1. Government accountability: To provide reliable quantitative measurements
of criminal activity and trends that enable parliament to fulfill its demo-
cratic function of holding the government accountable for this aspect of the
state of the nation.
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2. Public awareness and research: To keep the public, media, academia, and
relevant special interest groups informed about the state of crime in the
country, and to provide (access to) data that informs wider debates and
non-governmental research agendas.

3. Resource allocation: To inform relevant aspects of short-term resource al-
location, both within government and for external related bodies, e.g., for
policing and Victim Support.

4. Performance and accountability: To inform performance management and
accountability at the national level for agencies such as the police.

5. Strategic policy development: To provide an evidence base for longer-term
government strategic and policy developments [54].

A common measurement tool is victimization (and offender) self-report sur-
veys. Victimization surveys provide a valuable perspective on the level of crime
as experienced by the population, capturing incidents that are not reported to or
recorded by the police. Victimization (and offender) surveys have been conduc-
ted in the Netherlands since 1980 by the Statistics Netherlands (CBS), offering
a long-term view of crime trends [28, 2]. By sampling private households and
asking individuals aged 15 years and older about their experiences with various
crimes, victimization surveys can uncover hidden crime figures, especially for
offenses that victims may choose not to report to the police.

Since 2017, Statistics Netherlands (CBS) introduced a victimization survey
specifically focused on online crime that focused on businesses: the Dutch Cyber-
security Monitor [7]. Data is collected through the annual ICT survey, involving
around 20,000 randomly selected companies and 22,000 self-employed indi-
viduals. Specific questions about ransomware have been included since 2021.
In 2022, Statistics Netherlands reported that 15% of Dutch residents were vic-
tims of online crime, with 80% of them not reporting incidents to the police
[7]. In 2021, 6,300 ransomware attacks were reported, including 4,000 incid-
ents among self-employed individuals and 2,300 targeting businesses. By 2022,
this increased to 8,310 attacks, with 6,000 involving self-employed individuals.
Larger companies were disproportionately affected, with 4% of businesses with
250+ employees reporting attacks in 2021, compared to 0.3% of self-employed
individuals. This trend continued in 2022, when larger companies were still
more affected by ransomware than smaller ones.

Business victimization surveys have the advantage, like victimization surveys
of individuals, of measuring crime that is not necessarily reported to the po-
lice (see below). However, alongside advantages, business victimization surveys
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also have problems and issues. The sampling process is complex. For example,
who to interview from a large company, how to achieve representation from all
economic sectors and companies of different sizes, are issues that need to be
satisfactorily resolved [22, 23]. Non-response is a problem with only around
50% of companies participating in the English/Welsh Commercial Victimisation
Survey [23, 29]. Also, business victimization surveys are based on information
from a single respondent, and the percentage of victimized companies who re-
sponded with "don’t know" or "no answer" is high (30.8%) [31]. Furthermore,
operationalizing the various concepts that make up ’online crime’ is not straight-
forward. There is some overlap with different categories of online crime [31]
and respondents may not be aware of the types of online crime and terminology
used in the surveys [30].

Another traditional source of crime statistics are police reports. Police reports
contain recorded incidents reported to or discovered by law enforcement. In
the Netherlands, these records have been systematically collected since 1950,
providing a long-term dataset for crime trend analysis [59]. They also provide
legally verified information on crimes, making them a reliable source for serious
offenses.

Nevertheless, police reports are limited by underreporting, as was mentioned
above. This has been shown in surveys of individuals [57, 59] and of businesses
[23, 17, 31]. This matters as underreporting is related to crime characteristics
such as whether the perpetrator was a known person [52], the type and impact
of the incident [31], and fear of reputational damage [1].

Many crimes, especially online crime, go unreported because victims may
feel that law enforcement cannot help, or because the crime is not recognized
as serious enough to report [42]. Furthermore, few victims report online crime
to the police, compared to offline crime [32, 57], although this may be an effect
of the type of crime and not a difference between online and offline crime. For
example, [57] found a willingness to report of 8-10% of victims of online fraud
and [42] found a willingness to report of 2-5% of victims of a particular ransom-
ware variant. Additionally, not all reported crimes are officially recorded due to
investigative priorities or legal policies [59]. All these aspects of commercial vic-
timization surveys introduce selection biases into the police data. Furthermore,
changes in laws, public awareness campaigns, and administrative practices can
influence the consistency and comparability of police data over time. Thus, while
useful, police reports are not representative of the mix of crimes experienced by
victims [53].

The modus operandi of ransomware may provide potential new data sources
to measure the prevalence of ransomware attacks. The modus operandi can be
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described using a crime script, which breaks down the steps involved in execut-
ing an attack [9, 27]. Crime scripts might reveal potential new data sources to
measure ransomware incidents. The ransomware crime script [44, 37] includes
(1) developing infrastructure and malware, (2) buying ransomware malware
from other malicious actors, defined as Ransomware-as-a-Service (RaaS), (3)
gaining access via methods like phishing or brute force attacks, (4) moving lat-
erally within the network, (5) exfiltrating sensitive data for extra extortion, (6)
encrypting files, (7) communicating with victims for ransom negotiation, (8) de-
ciding on ransom payment, (9) applying blackmail, and (10) laundering ransom
and providing decryption keys [25, 39, 26, 48, 35, 20, 51, 34, 50, 47].

This crime script suggests additional methods for measuring ransomware in-
cidents beyond traditional approaches, such as using leak pages where victims
are exposed for non-payment, and data from incident response companies that
assist with recovery, negotiations, and ransom management. Other potential
sources, like negotiation pages, bitcoin payment records, and the market for ini-
tial access brokers, are beyond the scope of this chapter.

Incident response companies offer valuable insights into ransomware attacks
that are often not reported to law enforcement [41, 60]. These companies assist
victims in recovering from attacks, negotiating with attackers, and managing
ransom payments. However, their data tends to overrepresent larger organiza-
tions, as only companies with sufficient financial resources can typically afford
these services, leading to a bias in the dataset.

Leak pages, where ransomware groups publish the names or data of victims
who refuse to pay the ransom, provide another source of unreported incidents.
Monitoring these sites can reveal additional ransomware cases. However, this
data is also biased. Not all victims are exposed; attackers may withhold data if a
ransom was paid, or may focus on high-profile targets to boost their reputation
[40]. Some attackers also lack the resources to publish all cases. As a result, leak
pages tend to overrepresent larger companies, further skewing the distribution
of reported victims [43].

In the present study, we integrate data from police reports, incident response
companies, and leak pages to develop a comprehensive picture of ransomware
incidents. By cross-referencing victim names, we can identify which victims ap-
pear across multiple datasets and which are unique to a single source. This
approach enables us to estimate the number of unobserved ransomware attacks,
producing independent estimates that we will compare with the victimization
survey of the Statistics Netherlands, the Cybersecurity Monitor, in the discussion
section [7].
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3.3 Methodology
3.3.1 Data
From the study, the population size was based on observations from three data-
sets between 1 January 2019 and 31 December 2022.

1. Police Reports (P):Official reports of ransomware attacks targeting Dutch
companies were filed with Dutch Law Enforcement. For a detailed report
about the data collection process, we refer to [44, 41]. From the 525 at-
tacks, we excluded attacks on individuals and attempted attacks. We in-
cluded 434 incidents in this study.

2. Incident Response Companies (I): Data from an Incident Response com-
pany based in the Netherlands, specialized in helping victims recover from
ransomware attacks. From the 99 attacks, 30 incidents were outside the
Netherlands and therefore left out of the analysis, since we do not know
whether they reported to the Police. Since we need to match cases with
the other two data sources, this makes it unfeasible to use this data. We
included 69 incidents in this study.

3. Leakpages (L): Websites where attackers publish stolen data or victim
names if the ransom is unpaid. From the 9200 attacks, 9139 attacks were
outside the Netherlands and therefore not used in this study. The leakpage
dataset was from ecrime.ch and provided to the researchers [10]. We in-
cluded 61 attacks in this study.

This study aimed to estimate the prevalence of unreported ransomware at-
tacks across different company sizes in the Netherlands, analyzing data from
police reports (P), leak page data (L), and incident response data (I), categor-
ized by small (K), medium (M), and large (G) companies. Companies between
1-50 employees are categorized as small, between 51-250 employees asmedium,
and 251+ employees as large.

A summary of the data is presented in Table 3.1. Observations were linked
by considering company size and victim company name across observations. We
considered the probability that two different victims have the same company
name and size and are attacked at the same time period to be acceptably small.
This procedure led to 477 unique observations.

3.3.2 Analysis
To estimate the hidden number of ransomware attacks, we employ a method for
the estimation of the size of a population known as multiple systems estimation.
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Table 3.1: Dataset used for this study. The categories are one-hot encoded and
categorized by data source (P, I, L) and company size (S).

P I L S Frequency
1 0 0 L 30
1 1 0 L 8
0 0 1 L 8
1 0 1 L 8
0 1 1 L 1
1 1 1 L 2
1 0 0 M 48
0 1 0 M 6
1 1 0 M 13
0 0 1 M 7
1 0 1 M 12
1 1 1 M 2
1 0 0 S 293
0 1 0 S 12
1 1 0 S 4
0 0 1 S 15
1 0 1 S 1
0 1 1 S 2
1 1 1 S 5

We follow the explanation that was provided earlier in Coumans et al. (2017),
for the estimation of homeless. This estimation method has its roots in biology,
where it was originally developed to estimate the size of hidden populations,
such as animal species in the wild. Over time, it has been adapted for broader
use in fields like epidemiology and social sciences and is particularly effective for
estimating elusive populations, such as drug users and individuals experiencing
homelessness.
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The methodology is widely recognized in statistical applications. Examples
include public health research [14], homelessness studies [12], official statistics
[58], and investigations into human slavery [12].

Capture-recapture techniques using linked administrative datasets provide
an efficient and cost-effective solution for estimating population sizes, such as
the prevalence of ransomware attacks. A key advantage of this method is its
ability to address incomplete data, a common issue with ransomware registers.
However, its application depends on several assumptions. For two linked data-
sets, the inclusion in one dataset must be independent of inclusion in the other.
When linking more than two datasets, this strict assumption can be replaced
by the requirement that higher-order interactions are absent. Additionally, reli-
able linking of datasets requires sufficient identifying information, which must
comply with privacy regulations.

To illustrate, consider two datasets, A and B. Linking them results in counts
of cases unique to A, unique to B, and common to both A and B. These counts
form a contingency table, with the unobserved cell representing cases missing
from both datasets. Estimating this missing cell allows the total population size
to be calculated by summing observed and estimated counts.

Log-linear models are used to estimate the unobserved cell. These models
describe the logarithm of cell frequencies in terms of main effects and interaction
terms. For a 2x2 contingency table of datasets A and B, the saturated log-linear
model is given by:

logmab = λ+ λA
a + λB

b + λAB
ab ,

where mab represents the expected frequency, λ is the intercept, λA
a and λB

b

are the main effects, and λAB
ab is the interaction term. Since the unobserved cell

is missing, this saturated model cannot be directly estimated.
Instead, the independence model assumes no interaction between A and B,

and is written as:

logmab = λ+ λA
a + λB

b .

This model allows for estimation under the assumption that the datasets are
independent. While this assumption is often unrealistic, refinements can improve
its application.

One refinement includes covariates, such as company size, which account for
heterogeneity in inclusion probabilities. With a covariate X, the table expands
to three dimensions, and the model can be expressed as:
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logmabx = λ+ λA
a + λB

b + λX
x + λAX

ax + λBX
bx .

This approach relaxes the strict independence assumption, replacing it with
the condition that independence holds within levels of the covariate.

A second refinement adds a third dataset C, enabling pairwise dependencies
to be modeled without requiring complete independence. For three datasets, the
log-linear model is:

logmabc = λ+ λA
a + λB

b + λC
c + λAB

ab + λAC
ac + λBC

bc .

In shorthand, this model is denoted as [AB][AC][BC]. Note that while pair-
wise dependencies are allowed, higher-order interactions are excluded. The in-
clusion of additional datasets and covariates provides more flexibility, relaxing
the assumptions of independence and homogeneity.

For model selection, the standard approach involves evaluating model fit us-
ing criteria such as the Akaike Information Criterion (AIC) and the Bayesian In-
formation Criterion (BIC). These measures penalize models that are overly com-
plex, helping to prevent overfitting. The model with the lowest AIC or BIC is
preferred [3].

3.4 Results
A model search is carried out using the BIC, and this leads to the model
[PI][PS][ILS]. I.e. there is an interaction between P and I, between P and S
and between I, L and S. So, controlling for the other variables, in this model
there is no direct relation between P and L. The estimated frequencies with 95%
confidence intervals for the unobserved cases are presented below:

Table 3.2: Estimated ransomware incidents under model [PI][PS][ILS]

Observed Unobserved Total Observed CI CI
Cases Estimated (%) 2.5 97.5

L 57 80.7 137.7 41.4% 55.1 122.6
M 88 130.7 218.7 40.2% 98.3 190.1
S 332 2373.4 2705.4 12.3% 1272.6 7057.2

For Large and Middle size companies the estimates of unobserved attacks
are quite reliable with points estimates 80.7 (CI 55.1 – 122.6) and 130.7 (CI
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Table 3.3: Model search using three levels of Size

Model Logl pars AIC BIC Large Middle Small
1. [PI][PS][ILS] -770.3 16 1572.6 1638.2 81 131 2,373
2. 1. + PL -768.4 17 1570.9 1640.7 169 274 11,978
3. 2. + PIS -768.5 18 1573.0 1646.8 87 116 4,725
4. 1. - PI -774.5 15 1579.0 1640.5 72 111 1,182
5. 4. -PS -780.9 14 1589.8 1647.2 100 157 751
6. 4. -ILS -784.3 14 1596.8 1654.0 82 138 1,204

98.3 – 190.1), but for Small companies the number of unobserved attacks is not
reliable, with estimate 2,373.4 (CI 1,272.6 – 7,057.2). Given the large number
of observed cases for Small companies, which is 332, we can only conclude that
for Small companies the number of ransomware attacks is larger than for Middle
and Large companies.

The estimated total number of ransomware attacks for Large and Medium
companies is 137.7 and 218.7, respectively, with significant underreporting in
both categories. Observed cases totaled 145, while unobserved cases were es-
timated at 211.4, making the overall total 356.4 attacks. This indicates that
40.7% of ransomware attacks on Large and Medium companies are reported,
while 59.3% go unreported. For Large companies, 41.4% of attacks are observed
(57 incidents) and 58.6% unobserved (80.7 incidents), while for Medium com-
panies, 40.2% of attacks are observed (88 incidents) and 59.8% are unobserved
(130.7 incidents).

We study the model search procedure, in order to have more confidence
in this outcome. See Table 3.3. Model [PI][PS][ILS] has the smallest BIC of
1,638.2. It has 16 parameters. Adding the term PL to the model leads to a
higher BIC of 1,640.7, but lowers the AIC. For this model the estimate for Small
companies increases considerably, and becomes unrealistically large. For other
models adding or deleting terms lead to suboptimal AIC and BIC values.

If we consider model 2 in more detail, by fitting models on the table where we
left out the counts for small companies, we find estimates 81 for Large and 130
for Middle Sized companies. We conclude that the estimates for Model 2 found in
Table 3.3 are due to the inclusion of the Small companies, that lead to instability
of all estimates. We conclude that we can safely use the estimates in Table 3.3. In
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summary, our analysis indicates that a significant number of ransomware attacks
remain unobserved through conventional reporting methods.

3.5 Comparing with Cybersecurity Monitor
In this section, we compare our estimates with a victimization survey from Stat-
istics Netherlands in 2021 and 2022, the Cybersecurity Monitor [7] (see Table
3.4). Our models estimate that large companies experienced 138 ransomware
attacks, while medium-sized companies faced 218 attacks between 2019 and
2022. Combining these estimated number of total ransomware attacks with the
number of companies in the Netherlands in 2021 for different company sizes,
extrapolated from the Cybersecurity Monitor [7], we calculate the ransomware
attack risk for large companies at 5.3% and for medium-sized companies at
2.2% between 2019 and 2022. These figures translate to an average annual
risk of 1.3% for large companies and 0.6% for medium companies of becoming
a ransomware victim. Although there may be some uncertainty in these estim-
ates due to fluctuations in the number of companies between 2019 and 2022, we
believe they reflect the correct order of magnitude. In comparison, the Cyber-
security Monitor reported ransomware attack rates of 4.0% for large companies
in 2021 and of 2.3% for medium-sized companies, dropping to 2.3% and 1.4%,
respectively, in 2022 [7].

Year Small Companies Medium Companies Large Companies
Ransomware Attack Probability (%)

Study: 2019-2022 0.2 2.2 5.3
CBS: 2021 2.0 2.3 4.0
CBS: 2022 0.5 1.4 2.3

Yearly Average Ransomware Attack Probability (%)
Study: 2019-2022 0.1 0.6 1.3
CBS: 2021-2022 1.3 1.9 3.2

Reported to Police and/or Cybersecurity Company Aggregated (%)
Study (+leakpage) 2019-2022 12.3 40.2 41.4

CBS Police 2021-2022 24.9 43.4 48.4
CBS IR Company 2021-2022 36.9 53.8 58.7

Table 3.4: Ransomware Attacks and Reporting Percentages by Company Size ac-
cording to the present study and Cybersecurity Monitor of CBS (Statistics Neth-
erlands) [7]
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Our estimates appear to be relatively lower than those from the Cybersecur-
ity Monitor, which could be due to several factors. First, our analysis focuses
on direct victims, excluding indirect victims affected through interdependence
of companies. The Statistics Netherlands dataset may include both direct and
indirect victims, inflating their numbers. Second, our data does not account for
attempted ransomware attacks, which are likely underreported to the police, in-
cident response companies, and leakpages, but may be included in victimization
surveys. Lastly, calculation limitations could lead to discrepancies in outcomes;
for instance, the exact number of companies per size category is only available
for 2021, and we had to extrapolate data for other years. Furthermore, only the
percentage of ransomware attacks for 2021 and 2022 are available from CBS.

Despite these limitations, our estimates for the risk of ransomware attacks
fall within the confidence intervals (CI) of our study (Table 3.4). Specifically, the
CBS estimate for large companies (4.0% in 2021 and 2.3% in 2022) aligns with
our CI of 2.1% to 4.7%. For medium-sized companies, CBS estimates (2.3% in
2021 and 1.4% in 2022) fall within our CI of 1.0% to 1.9%. For small companies,
CBS estimates (2.0% in 2021 and 0.5% in 2022) are consistent with our CI of
0.8% to 4.6%. This alignment suggests that both CBS and our estimates provide
reliable estimates of risk of ransomware attacks, demonstrating the robustness
of our findings.

3.6 Discussion
The present study estimates the total number of ransomware attacks on busi-
nesses in the Netherlands between 2019 and 2022. According to our estim-
ates, 138 large companies, 219 medium companies, and 2706 small companies
suffered from a ransomware attack, suffered from a ransomware attack. While
the estimates for large and medium companies are reliable, those for small com-
panies carry high uncertainty due to wide confidence intervals. As a result, we
present the findings for large, medium, and small companies separately, acknow-
ledging the limitations for small companies. Based on our estimates, we calcu-
lated that there is an annual risk of 1.3% for large companies and 0.6% for me-
dium companies of suffering a ransomware attack. This is in line with previous
figures of the Cybersecurity Monitor published by Statistics Netherlands in 2021
and 2022 [7].

Our analysis shows significant underreporting of incidents to the police across
all company sizes. For large companies, about 41.4% of attacks are observed,
while 58.6% go unreported. Similarly, 40.2% of medium-sized company attacks
are captured, leaving 59.8% unobserved. However, it should be noted that about
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40% of attacks reported to the police, incident response company and/or leak-
page, is considerably more than police reporting of online crime in general, like
online fraud. Previous research found police reporting rates for online fraud of
11.5% in the UK [46], 14% in the US [45], 13.4% in Portugal [18], and in the
Netherlands, percentages ranging from 11.8% [32] to 13 and 14% [57].

One reason for higher reporting rates in our findings compared to prior re-
search, might be the more severe impact of ransomware attacks on medium and
large companies [44]. Serious online crimes are generally reported more often,
as supported by prior research [41, 42]. For instance, Deadbolt ransomware,
which primarily targets individuals and small businesses, had low reporting rates
of 2.8% to 5.1% [42]. Smaller companies may choose not to report due to lower
perceived financial loss or other factors. In contrast, larger companies are more
likely to report ransomware attacks, potentially due to operational impacts or
insurance requirements [41].

The estimated percentage of ransomware attacks observed (or reported) in
our study aligns with the Cybersecurity Monitor’s reporting figures (see Table
3.4). According to the Cybersecurity Monitor, 37% of companies with two or
more employees sought help from cybersecurity firms after an attack, while only
18% reported the incident to the police, with reporting rates decreasing for smal-
ler businesses. These percentages are close to the 40% observed in our dataset
from the three data sources. This is noteworthy given the limitations of our
data, such as relying on only one incident response (IR) company, while the Cy-
bersecurity Monitor includes victims who used any cybersecurity or IR service.
Despite these limitations, the consistency between the datasets highlights the
robustness of our findings.

Finally, our study has several other limitations that affect the generalizability
of our findings. Firstly, the willingness of victims to report ransomware attacks to
the police may vary across countries due to cultural and moral differences. Since
this study focused only on the Netherlands, the estimates may differ when using
data from other countries. The representation of victims on leak pages might
also vary internationally, influenced by differing tendencies to pay ransoms. Ad-
ditionally, our study is based on data from a single incident response company,
which may not be representative of the broader industry. Finally, as mentioned
before, we do not include data on individuals who become victim of ransomware,
attempted ransomware and indirect victims. These numbers would provide a
more reliable estimation of the victimization of ransomware.

Despite these limitations, we believe our results are significant for several
reasons. Firstly, our methodology allows us to extract valuable information from
multiple data sources and understand the interaction between these sources.
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Secondly, while the exact figures may vary, we expect the general trend of higher
underreporting rates among small companies to hold true across different con-
texts. This is likely due to small companies being less represented in various
data sources compared to medium and large companies. However, this hypo-
thesis needs to be tested in follow-up research.

3.7 Conclusion
This study highlights the importance of using multiple data sources to measure
the full scope of ransomware attacks. To answer our main research question:
How many ransomware attacks occurred in the Netherlands between 2019
and 2022?, we applied the capture-recapture methodology. Our analyses indic-
ate that, for large companies, 57 (41.4%) ransomware attacks were reported,
with 80.7 (58.6%) of the attacks unobserved. For medium-sized companies, 88
(40.2%) ransomware attacks were reported, with 130.7 (59.8%) of the attacks
unobserved. Overall, 137.7 large companies, 218.7 medium companies, and
2705.4 small companies suffered from a ransomware attack. We noted that the
estimate small companies is unreliable. The average annual risk of a ransomware
attack is 1.3% for large companies and 0.6% for mid-sized companies.

Our results align closely with the Statistics Netherlands Cybersecurity Mon-
itor [7]. This has several implications: First, the results are robust, as we obtain
similar estimates using independent methods. Second, our approach may be
more cost-efficient than a large-scale victimization survey, making it preferable
for exploratory research or to reduce costs.

Future research should focus on small businesses, where uncertainty in our
estimates remains high due to wide confidence intervals. The uncertainty could
be reduced if more of the attacks reported to the police were also detected by
Incident Response Companies and on Leakpages, increasing the overlap between
sources. However, it is unclear how this can be achieved. Small companies of-
ten lack the resources to address cybersecurity threats and may underreport
attacks due to perceived insignificance, resource limitations, or unawareness of
reporting mechanisms. There is also a belief that police may not take small
companies as seriously as larger ones, resulting in fewer police reports. Many
small businesses cannot afford incident response services, further reducing de-
tection. Offenders may also avoid posting small firms on leak pages to maintain
their reputation. This underreporting suggests many ransomware incidents go
undetected, highlighting the need for additional datasets of ransomware target-
ing small businesses. However, estimates for medium and large companies are
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encouraging, as higher-than-expected reporting rates implies a more accurate
picture of ransomware than previously assumed.
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Someone’s sitting in the shade today
because someone planted a malicious piece

of ransomware a long time ago
∼ Adapted from Warren Buffet



Chapter 4

Ransomware Offenders and Victims

So far only a few empirical studies have analysed the financial impact of ransom-
ware attacks. This study aims to understand the expected financial gains for attack-
ers and financial losses of victims after a ransomware attack. To do so, we build a
dataset based on 453 ransomware attack investigation reports in the Netherlands
reported to the Dutch Police between 2019 and 2022. Using rational choice model
of crime (RCM) and crime scripting we hypothesise that the effort of an attacker,
victim characteristics and context variables influence not only the ransom requested
by an attacker but also the financial losses reported by victims. We use generalised
linear models to evaluate and quantify this influence.
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4.1 Introduction
Europols annual Internet Organised Crime Threat Assessment Report mentions
ransomware as top priority [22]. Ransomware (ransom software) is a subset of
malware designed to restrict access to a network, system or data until a requested
ransom amount from the attacker is paid [55]. Financially motivated attackers
see large sums of ransom paid for victims to decrypt and retrieve their systems
and files during a ransomware attack. The paid ransom is often only a small
part of the financial loss for the victim after a criminal attack [60, 1]. Since
the IT infrastructure is down, business continuity is often a problem. Therefore,
downtime could be an important factor for financial loss. Furthermore, recovery
costs, like buying new hardware and software and hiring specialists to clean and
recover the systems, could also be an important contributor to financial loss.

Usually, the aim of a ransomware attack is to obtain a ransom, however, us-
ing stolen data from ransomware, attackers can also accomplish various other
goals [15]. [15] also describes how stolen data can be used to blackmail the vic-
tim: (1) by incrimination, for example by reporting the victim to data protection
authorities, (2) by threatening with reputational damage/lost revenue by expos-
ure of sensitive data on the dark web, leading to loss of trust of customers and
additional victimisation, (3) by threatening with exposing intellectual property,
and (4) by fear of humiliation, for instance by exposing embarrassing informa-
tion about customers or employees [15]. This data can also be used to derive
information to support new attacks, e.g., selling email addresses for phishing
campaigns [61].

The rational choice model (RCM) of crime [18, 27] assumes that attackers
and victims are rational actors, who weigh the costs of their actions against the
benefits in order to make a rational choice. It should be noted that RCM defines
the weighing of costs and benefits as rational and this assumption helped in
understanding behavioural decisions by malicious actors in different types of
crimes, like car-theft [13] and burglary [64]. Using RCM, we hypothesise that
increase in effort put in by the attacker in an attack increases their ransom de-
mands. At the same time, victims who are not prepared for a ransomware attack
(e.g. do not have appropriate back ups) are more likely to pay the ransom.

In this study our goal is to empirically determine the factors that explain
the expected financial gains for ransomware attackers and financial losses of
victims after a ransomware attack. Therefore, we state main research question as
follows: what are the factors that contribute to the ransom requested by attackers
and financial loss of victims? To answer this question, we focus on three sub-
questions:
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1. Which factors influence the amount of ransom requested by attackers for
the decryption key?

2. Which factors influence the likelihood that victims will pay the ransom?

3. Which factors influence the financial losses of victims reported to the police
after an attack?

We analyse 453 Dutch Police Investigation reports of ransomware between
January 2019 and July 2022 to collect information on the effort invested by at-
tacker, characteristics of the victim (e.g., yearly revenue, industry sector) and
the contextual information regarding the attack (e.g., year and season). To sys-
tematically include the factors that contribute to attacker’s effort we propose a
crime script for a generic ransomware attack. Using generalised linear models
(GLM) we test the impact of factors related to rational choice model of crime
on the demanded ransom and the likelihood of victims to pay ransom. Our key
contributions are:

1. We annotate and analyse 453 Dutch Police Investigation reports describing
different ransomware attacks.

2. We show that the amount of effort put by the attacker and yearly revenue
of the victim influence the amount of ransom requested by the attacker;

3. We find that along with cost & attacker’s effort related variables, the pay-
ment of the ransom is determined by the victims being able to recover the
encrypted data with backups after an attack;

4. We evaluate the factors that influence the financial loss reported by the
victim. We find that factors such as ransom paid, the yearly revenue of
the victim and use of RaaS (Ransomware-as-a-Service) by an attacker are
statistically significant factors in determining the financial loss reported by
a victim after an attack.

The structure of this chapter is as follows: We discuss past literature related
to use of cyber crime theories and evaluation of ransomware attacks in §9.2. We
introduce the proposed crime script and state our hypotheses in §4.3. Then, we
explain composition of our dataset and methodology for analysis in §4.4. Finally,
after showcasing our results in §4.5, we discuss our conclusions and future work
in §4.6 and §4.7.
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Figure 4.1: The steps of the crime script of a ransomware attack used in this
study to structure the data.

4.2 Background Work
Previous work on ransomware has focused mostly on the technical aspects of
ransomware [6, 55, 54]. Technical aspects include forensic analysis [42], net-
work detection of command-and-control communication during ransomware at-
tacks [6] and reverse engineering [62]. Several countermeasures have been pro-
posed [42, 62]. E.g., [6] mentions taking advantage of weak encryption tech-
niques used by attacker and improving user awareness to prevent phishing at-
tacks.

A current trend is to study ransomware from other scientific fields, like crime
science and economics [55, 39]. Crime science research on ransomware has
focused mostly on qualitative impact on victims [16, 7]. [16] surveyed 50 or-
ganizations in the UK and North America and studied the factors contributing
to the severity of an attack, measured by asking how severe an attack was: low,
medium or very severe. The authors did not find a difference in severity between
ransomware attacks through phishing versus using exploits as an initial access
vector. However, the targeting of victims resulted in more severe attacks than
the opportunistic choice of victims.

Economic research on ransomware takes a more theoretical approach [34, 9,
49, 5]. [34] assumes that attackers want to maximize profit and therefore re-
quest a ransom which is the trade-off between the probability of a victim paying
and maximizing the ransom and therefore profit. One of their results is estim-
ating a demand function of buying the decryption key, where a percentage of
the victims would pay a certain price or ransom for returning their files. The
authors argue that attackers could maximize profits by estimating the demand
function as realistically as possible and subsequently set a ransom which max-
imizes profits. In this case, it would be beneficial for the attacker to research the
victim to estimate the willingness to pay. Their seems to be anecdotal evidence
that this happens in practice [59]. However, the authors do not mention which
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specific factors explain a high or low willingness to pay, except for the ransom
requested [34].

Other studies used game-theoretical models to understand willingness to pay
[49, 5]. [49] found data exfiltration to be an important determinant for willing-
ness to pay. Attackers extort the victim by releasing sensitive information online
if they do not pay. This gives the victim an incentive to pay the ransom to pre-
vent publication, even if they could recover encrypted files from a backup. [36]
explain why victims would pay or not: a cost-benefit analysis of victims between
the financial costs of not paying, which is related to downtime costs, and eth-
ical concerns of paying criminals. The author mentions that the most important
factor for victims to pay is having recoverable backups or not [36].

In sum, both crime science, as well as economic research, emphasized that at-
tackers’ behaviour can be described with a rational choice model of crime (RCM)
[18, 27]. The costs and benefits calculations are made by attackers to determine
the ransom to request to maximize profit.

Besides RCM, crime science also proposed opportunities as a factor that
guides attackers’ behaviour [27]. Opportunities are characteristics of the tar-
gets. Target or victim characteristics influence costs and benefits calculations.
Target or victim characteristics influence costs and benefits calculations. For ex-
ample, in line with routine activity theory [28, 48], we assume that wealthier
victims, that is victims with a high yearly revenue and a large staff, constitute
more attractive victims as they are likely to be able to pay a higher ransom. Also,
victims with a cyber insurance are relatively attractive as they may not care to
pay. The main asset in order to avoid paying for victims is to have a backup that
can be restored easily. What may help reduce the damage is hiring an incident
response company to avoid paying or pay less. Engaging in lengthy negotiations
may also help reducing the ransom that has to be paid. Having one’s infrastruc-
ture in the cloud also helps to reduce the final ransom. Taken together, victim
characteristics could influence attackers’ behaviour.

Next to attackers’ effort and the context of the attacksmight also influence the
ransomware attacks [31, 41, 23]. Besides focusing on wealthy victims in order
to be able to request large ransoms, other aspects may play a role. As companies
become more and more dependent on their digital assets for their business con-
tinuity this may lead to an increasing vulnerability, which may lead to a trend
of requesting larger ransoms over the years and accordingly, a ‘willingness’ or
need to pay larger ransoms over the years [31]. Second, cybercriminals might
be more willing to attack in different seasons [23]. For example, [41] found that
seasonality influenced fraud against businesses. This might also occur within the
ransomware landscape.
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In conclusion, the literature on ransomware attacks has been mostly based on
theory, relatively small samples or more qualitative descriptions of ransomware
attacks. There is little quantitative empirical research on the risk factors/de-
terminants ransom requested by attackers and financial loss reported by victims
after a ransomware attack [15, 50]. This is the focus of the present study. To
structure the data and analyse the concepts of opportunity and effort, we pro-
pose a crime script of ransomware in the next section.

4.3 Proposed Crime Script and Hypotheses
As described in the previous section, we hypothesize that ransomware attacks
are the result of crude cost-benefit calculation by attackers and their assessment
of where the good opportunities lie. To understand the costs, risks and oppor-
tunities, it is important to consider the ransomware crime script. From the field
of crime science, crime scripting is a way to systematically study the procedures,
actions and decisions when performing a crime [17, 40, 57]. Similarly, in com-
puter science several authors described a kill chain in which the various steps on
performing an attack were described [3, 15]. Previous research on ransomware
described taxonomies that sometimes included a series of steps [6, 55, 20] as well
as different actors and roles [50]. In the present study we propose to describe
ransomware as a simplified step-wise process: ransomware is a complex crime
involving many steps, often involving a group that probably comprises several
members and sometimes also involves collaboration with other groups. Based
on insights from previous research [31, 43, 52, 14], we propose the following
global ransomware script (see Figure 4.1):

1) Development: To start with, it is important to organise the infrastructure and
develop the malware beforehand [37]. The infrastructure is needed to deliver
the malware and to obfuscate network traces from the system of the victim to
the attacker [43, 37].

2) RaaS: RaaS and collaboration with other groups. When individuals or groups
lack expertise they can make use of Ransomware-as-a-Service (RaaS). In prac-
tice, this means hiring the ransomware from other cyber criminals [50, 38]. The
term affiliate has been used to describe the actor hiring the ransomware. RaaS
enables affiliates with relatively low-technical skills to use advanced ransomware
and this makes the attack much easier to launch [6]. RaaS was described as a
way to ‘democratize crime’ [50]. The advantage for the affiliates is, obviously,
that it becomes much easier to execute ransomware attacks: all actors involved
in an attack could specialize in a specific part of the attack. For example, obtain-
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ing credentials from a victim’s network or developing malware [38]. However,
extra effort may lie in coordinating their work with the RaaS developer and the
possibility to have to share a part of the profit. Each actor, ransomware developer
or affiliate, do what they can do well, and do not need to do the other party’s
work. Accordingly, we believe it is a reasonable hypothesis that, overall, RaaS
requires less total work for the involved actors.

3) Access: Gain access to a victim’s computer or network and maintain that
access. To gain access to the victim’s system, attackers need to distribute the
ransomware. Reference [55] described how this is usually done. Mostly, attack-
ers send a phishing email that contains a malicious file or a link (33%) or they
sand spam (8%). Other options are malicious apps, to infect mobile phones
(13%); drive-by-download e.g., malicious advertisements (10%); exploit kits
(15%) or a Remote Desktop Protocol (RDP: 8%). Vulnerabilities in the victim’s
platform such as in operating systems, browsers, or software can also be used by
ransomware attackers as infection vectors (10%).

4) Lateral movement: It is moving to other computers on the network with the
goal to get an impression of the files and gain control over the entire network.

5) Data exfiltration: Although many groups state they exfiltrate data, probably
to put pressure on the victim, most ransomware groups do not actually do this.
Data exfiltration is a big risk for the victim, as, for instance, their data may end
up on the dark web on a ‘sucker’s list’, be sold, or become visible on the open
web for everyone to see [49, 15]. Data exfiltration is considered to take more
effort than no data exfiltration.

6) Encryption: Performing encryption of the victims files is of course, key to the
entire process.

7) Communication: The attackers need to communicate and possibly negotiate
with the victim. They also need to provide payment credentials and determine
the size on the requested ransom. To this end the attackers can send a ransom
note to the victim: they want to first have contact with the victim before inform-
ing them what ransom requested is. This gives them the opportunity to change
the ransom, depending on victim characteristics like yearly revenue [34, 59].
A personalized ransom note is considered to be more effort for the attackers
than a standard ransom note for all victims. Furthermore, the mode of commu-
nication also influences the attackers effort: some attackers communicate with
their victim through e-mail, others use a self-made TORchat application. Using a
self-made TOR application requires more work on the attackers’ side. Although
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within the RaaS ecosystem affiliates often do not need to make the TORchat
themselves, we would hypothesize that the overall effort increases. Developers
of the ransomware might ask for larger ransoms requested by affiliates due to
their extra effort put into building the TOR-chat.

8) Payment: At this stage the victim needs to think about paying or not paying.
If the victim does not want to pay, for instance because he has a good backup,
the attack could stop here. But victims often do not have a useable backup.
According to [47] restoring backups is often difficult: 85% fail during restoration
attempt. Consequently, at this stage the victim usually starts communicating
with the attackers about the ransom. The victim may be willing to pay, but think
the ransom is too high, sometimes he is not allowed to pay the ransom, such
as some public organizations. To that end, the victim might engage an incident
response company that helps negotiating and the payment of the ransom. The
ransom after negotiations may depend not only on the requested ransom, but
also on the negotiating skill of the victim and/or the incident response company
that the victim hired. The experience of the Dutch police is that attackers have
an incentive not to take too much time to negotiate: longer negotiations may
lead to a lower final ransom and they want to have their money quickly. Asking
a ransom that is unrealistically high may increase the negotiation time [58].

9) Blackmail: Different additional extortion methods can be used to put ad-
ditional pressure on the victim: perform DDoS attacks on the victims website
and/or calling or e-mailing clients or employees of the victim’s company [56].
It is important to note that the publication of data on a leakpage is also a type
of blackmail, but in this study is categorized as 5) Data exfiltration.

10) Cash-out: Getting the money, laundering it through different mixers or
money mules [53]. Additionally, provide the decryption keys to the victim and
possibly helping the victims with decryption of their files.

We emphasize that this crime script is a rough description of a ransomware
attack and serves the purpose of this study. Further research might generalize
this crime script to include more different types of ransomware attacks which
are outside of the scope of this chapter.

The crime script presented above is a brief overview of the steps of an com-
plete version of a ransomware attack: not all attacks include all steps. Some
ransomware groups are known to perform some of the steps described above.
For example, eCh0raix is strain which targets solely Network Attached Storage
(NAS) devices [35]. The group(s) behind this strain are known to be RaaS, so
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Figure 4.2: Hypothesis within this study. Effort of attacker, victim characteristics,
context variables determine ransom requested (H1). Combined they influence
whether a victim pays (H2). Financial loss of a victim is determined by ransom
requested, paid, effort of attacker, victim characteristics, and context variables
(H3).

affiliates can buy the ransomware in exchange for a share of the profits. Further-
more, these attacks are characterized by only encrypting the NAS device and
then leaving a ransom note with a fixed ransom for all victims and bitcoin ad-
dress in exchange for the decrypter keys. So, from the crime script, only steps
1), 2), 3) and 9) are performed. Similarly, the group(s) behind the ransomware
strain Conti [19], is known for being RaaS, and perform almost all steps of the
mentioned crime script, except for step 9) Blackmail. As we will illustrate in
this study, eCh0raix requests smaller amounts of ransom than Conti, as expected
from our reasoning above.

Based on the Rational Choice Model of crime (RCM) and the crime script,
it is assumed that increasing the costs of an attack must be balanced by larger
rewards and/or easier opportunities, and/or smaller risks, otherwise, attackers
will not be interested in investing more time and effort. We therefore hypothes-
ize, that when more effort is put into the attack, the result should be a larger
ransom requested and larger financial loss for victims. Specifically, we hypothes-
ize (see Figure 4.2):
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1. The ransom requested (RR) is the result of a costs-benefits calculation by
the attackers, considering opportunities and context (H1). It is expected
that more attackers effort leads to larger RR.

2. The decision to pay the ransom is the result of the RR and the costs and
benefits of the victim (H2). It is expected that victims who have back-ups
and attacks where data has been exfiltrated, leads to larger probability of
paying.

3. The losses by the victim are the result of RR, payment and attackers’ ef-
fort, victim characteristics and context variables (H3). It is expected that
large RR, effort by attackers, large companies and payment lead to larger
financial loss after a ransomware attack.

4.4 Data and Methodology
Between 1 January 2019 and 1 July 2022 453 ransomware attacks were reported
to the Dutch Police. Attacks were collected by searching the police file systems
for the keyword ‘ransomware’. Subsequently we collected and coded the data
using the variables shown in Table 4.1 below. We show the step-by-step method-
ology in Figure 4.3. Of these 453 police investigation reports, 13 were attempted
ransomware attacks where no files were encrypted, in 6 cases no ransomware
was found and 81 ransomware attacks on individuals were outside the scope of
this study. Combined, investigation reports for 353 attack remain in our dataset
and were used for further analysis. Figure 4.4 shows the monthly distribution of
reports. [32, 47] state that the number of ransomware attacks have increased
substantially in the last few years. In our data only 3 of the reported attacks

Figure 4.3: Methodology used to analyse police investigation reports.
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Figure 4.4: Frequency of ransomware monthly attacks based on date of encryp-
tion in reports. 3 reported attacks were from 2018, while nearly a 100 attacks
are from 2019, 2020 and 2021 each. 44 attacks are reported since beginning of
2022.

were from 2018, while nearly 100 attacks are from 2019, 2020 and 2021 each.
Since we use reports made after January 1st, 2019, we do not see a substantial
change in the number of reported attacks in these three years.

Next, we describe the variables coded in police investigation reports. The
three dependent variables in our study (see Table 4.1) are:

1a. Ransom requested: The ransom attackers request for the decryption of the
victims files, is a good estimation of how much financial gain they hope
to make with the attack [34]. This is the ransom requested in the begin-
ning of the ransomware process, before the negotiations (in euro). The
reason is twofold: 1) the ransom after negotiations also depends on the
negotiating skill of the victim and/or the incident response company that
the victim hired and 2) attackers have an incentive to not take too much
time to negotiate, because they want to have their money quickly. Asking a
ransom far from the financial gain they hope to make, might increase the
negotiation time [58].
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Table 4.1: Variables used in this study and in different regression analysis. In the
first column the variables are depicted: 1) dependent variables, 2) is criminal
effort, 3) are victim characteristics, and 4) is context. In the second column
the units or categories of a variable. In the third column the amount of missing
observations per variable. Finally, the last three columns depict which variables
are used for the regression analysis on ransom requested (Y1=RR), payment
(Y2=Pay) and financial loss (Y3=FL).

Variable Unit / categories Missing values (%) Y1= RR Y2=Pay Y3=FL

1a. Ransom requested start negotiations Euro, Log 10 transformed 196 (55.5%) X

1b. Ransom requested end negotiations Euro, Log 10 transformed 194 (55.0%) X X

1c. Payment Yes = 1 / no = 0 22 (6.2%) X

1d. Ransom paid Euro, Log 10 transformed 26 (7.4%) X

1e. Financial loss Euro, Log 10 transformed 184 (52.1%) X

2a. Data exfiltration Yes = 1 / no = 0 229 (64.9%) X X X

2b. Targeted ransomnote Yes = 1 / no = 0 1 (0.3%) X X X

2c. RaaS Yes = 1 / no = 0 181 (51.3%) X X X

2d. Strain Lockbit, Dharma, Conti, Phobos,
Sodinokibi, ech0raix, Others

87 (24.6%) X X X

2e. NAS Yes = 1 / no = 0 1 (0.3%) X X X

2f. Access Phishing, exploits, different 1 (0.3%) X X X

2g. Blackmail Attacker contacts employees,
customers, other type of pressure

2 (0.6%) X X X

2h. Communication victim-attacker E-mail, TOR-chat, different 64 (18.1%) X X X

3a. Yearly revenue victim Euro, Log 10 transformed 25 (7.1%) X X X

3b. Staff at victim’s company Log10 transformed 11 (3.1%)

3c. Sector Sectors described by Dutch
Chamber of Commerce

1 (0.3%) X X X

3d. Insurance Yes = 1 / no = 0 28 (7.9%) X X X

3e. Backup No = 0, yes+no recovery = 1,
yes+partial recovery = 2, yes+full recovery = 3

11 (3.1%) X X X

3f. IR company Yes = 1 / no = 0 244 (69.1%) X X

3g. Days negotiating Days, Log10 transformed 45 (12.7%) X X

3h. Repeat victimization Yes+ransomware = 2 , yes+
other cybercrime = 1, no = 0

314 (89.0%)

3i. Cloud No = 0, yes = 1, partially = 2, mitigating = 3 22 (6.2%) X X X

4a. Year 2018/2019/2020/2021/2022 4 (1.1%) X X X

4b. Season Summer/Autumn/Winter/Spring 4 (1.1%) X X X

4c. Time encryption Date, time (DDMMYYYYhhmm) 4 (1.1%)

4d. Time data exfiltration Date, time (DDMMYYYYhhmm) 325 (92.1%)

4e. Time access Date, time (DDMMYYYYhhmm) 264 (74.8%)
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1c. Payment: This variable is whether victims would pay or not (categories: yes
= 1 / no = 0 ). In our data set, 21% of victims paid. This is different from
the willingness to pay [10]. Some victims might be willing to pay, but
think the ransom is too high or they are not allowed to pay the ransom,
like public organizations.

1e. Financial loss: This is the total financial loss reported by the victim (in euro).
Some victims specified different aspects of the costs, e.g., repair costs, repu-
tation costs, liability, and payment of ransom. Nevertheless, most victims
only gave a rough estimate of the total costs.

These three dependent variables, are log-transformed. This transforms the non-
linear distribution to get an approximately normal distributed variable, as is com-
mon in social-empirical studies [11]. The logarithm base 10 is chosen to increase
the readability of figures.
The independent variables in this study (See Table 5.1) are:

1b. Ransom requested end negotiations: To understand if ransom requested in-
fluences payment, it is important to consider the amount of ransom which
was requested after negotiations (in euro), since this is the amount the
victim needs to pay.

1d. Ransom Paid: To study the factors influencing financial loss, the ransom
paid to the attackers has been used as a dependent variable (in euro). This
was constructed as a function multiplying payment (1c.Payment) and final
ransom (1b.Ransom requested end negotiations).

2. Effort attacker. To measure effort information was collected on several vari-
ables.

2a. Data exfiltration: Exfiltrated of data measured whether data from the victim
were exfiltrated (categories: yes = 1 / no = 0). Although many groups
state they exfiltrate data, probably to put pressure on the victim, most
ransomware groups do not. We reported a confirmed data exfiltration
when analysis of the network logs has been performed and unusual large
amount of data uploading was found or when the victims data has been
published on a leak page and the data is identified of being from the victim.
Data exfiltration is considered more effort than no data exfiltration.

2b. Targeted ransom note: We noted whether the criminals wanted to first have
contact with the victim before informing them what ransom they reques-
ted, which we define as targeted ransom note (categories: yes = 1 / no
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= 0). Yes means that first contact with the attackers was required to ob-
tain information about the ransom. No means that the ransom was stated
on the ransom note. A personalized ransom note is considered more ef-
fort than a standard ransom note for all victims. To our knowledge did a
personalized ransom note not yet lead to identification of the attackers.

2c. RaaS: Collaboration with other criminals, measures whether the attackers
made use of Ransomware-as-a-service (RaaS) [9] or whether they collab-
orated with other groups to perform the attack (categories: yes = 1 / no =
0). RaaS is considered to be more effort than groups who do not perform
RaaS.

2d. Strain: The name of the ransomware strain found on the victims encrypted
files. Often this is the extension. The attacks from a specific strain that
executed the attack were included if more than 5 attacks were observed,
the rest was aggregated to the variable ‘Others’. This is due the sensitivity
of the data. We assume that groups behind strains vary in the amount
of effort used in attacks, and therefore might also vary in the required
ransom. This variable accounts for all variance due to factors not labelled
in this study but are different between strains or groups.

2e. NAS: Network Attached Storage measures whether attackers targeted a Net-
work Attached Storage device (NAS, categories: yes = 1 / no = 0).

2f. Access: What type of access was used to infiltrate the victims network (cat-
egories: exploit/phishing/different).

2g. Blackmail: Whether attackers contacted the victim or clients of the victim
to exert additional pressure on the victim to pay (categories: yes = 1 / no
= 0).

2h. Communication victim-attacker: Whether victim and attacker communicated
through e-mail, a self-made TORchat application, or differently (categor-
ies: TOR/e-mail/different). A self-made TORchat application is considered
more effort than e-mail.

3. Victim characteristics. To measure opportunity, information was collected
on several other variables:

3a. Yearly revenue: Yearly revenue victim in euro.

3b. Staff: Staff working at victim’s company.
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3c. Sector: Economic sector of the victim’s company, as categorized by the Dutch
Chamber of Commerce.

3d. Insurance: Whether the victim has insurance which covers ransomware at-
tacks (categories: yes = 1 / no = 0).

3e. Backup: Whether there were backups and the state of the backups (categor-
ies: no = 0, yes but not possible to recover of data = 1, yes but could
partially recover data = 2, yes and could fully recover data = 3).

3f. IR company: If an Incident Response company helped the victim recover from
the attack or/and negotiate with the attackers to get the decrypter (cat-
egories: yes = 1 / no = 0).

3g. Days negotiating : Amount of days negotiating in logarithm.

3f. Repeat victimization: Whether the victim has experienced a ransomware at-
tack before, or another type of cybercrime (categories: yes+ransomware
= 2, yes+other cybercrime = 1, no = 0).

3i. Cloud: Whether the victim has their IT infrastructure in the cloud (categories:
no = 0, yes = 1, partially = 2, mitigating = 3).

4. Context variables. To measure the context of the attack, information was
collected on the following variables:

4a. Year: Year of encryption∗

4b. Season: Categories: Summer, autumn, winter, spring.

4c. Time encryption: Full date and time of encryption.

4d. Time data exfiltration: Full date and time of the stealing and exfiltrating of
data of the victim.

4e. Time access: Full date and time when the first malicious activity on the target
network was recorded.

To impute the missing observations we use Multiple Imputation Chained
Equations (MICE) method [8, 44, 33], which is a more reliable than list wise
deletion or simple imputation methods [29]. For a good explanation of how

∗Note that this can be before 1st of January 2019, since encryption occurs before reporting it to
the police. We filter based on the date it was reported to the police.
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MICE works, we refer to [29]. The MICE method still gives reliable estimates
with 60% missing variables [44]. We omit variables with more than 70% miss-
ing observations from our analysis: repeat victimization (3h), the time between
access and encryption (4d), and time between data exfiltration and encryption
(4e).

Analysis were conducted using R version 4.0.2, packages MICE, ggplot and
dplyr. To test the hypothesis (see Figure 4.2) a subset of the variables were used,
as depicted in the final three columns of Table 5.1:

• H1: The factors influencing ransom requested. The variables in the
‘Y1=RR’ column were used as independent variables to perform linear re-
gression analysis on the variable 1a. Ransom requested start negotiations.

• H2: The factors influencing payment. The variables in the ‘Y2=Pay’ column
were used as independent variables in probit regression analysis on the
variable 1c. Payment.

• H3: The factors influencing ransom requested. The variables in the ‘Y3=FL’
column were used as independent variables to perform linear regression
analysis on the variable 1e. Financial loss.

For all three models (Y1=RR, Y2=Pay and Y3=FL), backward stepwise selec-
tion was performed to find the best fitting model, using the step function in R.
Stepwise selection is a method to find the best performing model by iteratively
adding and removing predictors [63].

We model the ransom requested a the start of negotiations (Y1) and financial
loss (Y3) with a Generalized Linear Model (GLM) with family Gaussian. Payment
(Y2) is modeled as a Generalized Linear Model with family Probit. The specific
choice for using Gaussian GLM is due to the dependent variable constituting
a specific amount of money for (Y1) en (Y3). The Probit GLM is used for Y2
because it has a binary outcome variable. Furthermore, as described in [45]
our observations might possibly also have interdependence of events and non-
equal mean and variance of the dependent variable. A general model for GLM is
defined as follows[25]:

Yi = βixi + ...+ δi (4.1)

where i refers to the different observations, βi are the estimated coefficients for
xi, xi are the independent variables collected for the observations as described
in Table 5.1 and δi is the residual. After the GLM, we group the dummy’s of the
different nominal variables and perform a Likelihood-ratio test [24] to determine
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Table 4.2: Descriptive statistics of victim companies of different sectors. Mean
and median revenue are in million euros, insured, no backup, and paid are per-
centages. Financial Loss and ransom is in thousand euros.

Sector Number of
attacks

Mean
Revenue
(Meuro)

Median
Revenue
(Meuro)

(%)
Insured

(%) No
Backup

Financial
Loss (euro)

(%)
Ransom Paid

Ransom
Requested (euro)

1 Construction 53 562.84 2.43 10.2 35.3 256,410 27.5 182,840

2 Healthcare 21 37.62 2.33 10.5 42.9 77,690 26.3 23,770

3 Trade 113 133.96 2.84 4.9 38.9 737,610 25.5 1,106,800

4 ICT 60 120.59 3.81 13 30.8 232,580 30.9 1,343,190

5 MAS 12 376.36 0.63 0 18.2 12,500 9.1 13,700

6 Media 20 142.54 3.30 0 52.9 344,800 15.8 11,640

7 Education 14 101.43 19.44 0 14.3 49,800 21.4 555,660

8 Government 10 60.17 18.45 10 20 393,330 0 820,350

9 Leisure 20 6.61 1.08 15 55 27,000 15 81,020

10 Transport 29 389.05 6.00 7.4 34.6 838,85 30.8 529,540

the effect of the different variables. A p-value of 0.05 or lower supports the
hypothesis that the variable is a significant predictor for the dependent variable
with significance level α = 0.05.

4.5 Data Analysis and Results
We analyse the data and interpret the results using the following 4 steps: First,
we give a general overview of the data with the help of descriptive statistics.
Second, we present our analysis for the three hypotheses. Third, we identify
and discuss factors that contribute to the ransom payment. Last, we examine
the financial loss reported by companies after a ransomware attack.

4.5.1 Descriptive Statistics
Descriptive statistics for a subset of independent variables are shown in Tables 4.2
and 4.3 below. Table 4.2 gives an overview of the different victim characterist-
ics, grouped by sector. Companies within the industry sector Trade experienced
most ransomware attacks (113 attacks). MAS (Milieu en Agrarische Sector, ag-
riculture) was the fewest with 10 attacks. In the construction sector companies
with the largest revenue faced ransomware attacks: 562 million euro. Leisure
the least: 6,61 million euros was the average yearly revenue for companies who
faced a ransomware attack. However, if we consider the median, education, and
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Table 4.3: Descriptive statistics of the different ransomware strains. Mean and
median revenue in million euros, insured, no backup, and paid are percentages.
Damage and ransom are in euros.

Strain Number of
attacks

Mean
Revenue
(Meuro)

Median
Revenue
(Meuro)

(%)
Insured

(%) No
Backup

Financial
Loss (euro)

(%)
Ransom Paid

Ransom
Requested (euro)

1 Conti 19 437.43 30.71 28.6 15.8 4,726,280 16.7 6,598,380

2 Dharma 14 7.68 3.98 0 35.7 29,010 50 18,760

3 Others 143 327.26 3.74 4.7 28.6 298,610 27.7 542,330

4 eCh0raix 10 1.27 0.6 11.1 50 2,620 20 750

5 Lockbit 16 23.7 4.57 18.8 43.8 184,380 20 98,980

6 Phobos 32 261.85 1.07 3.2 51.7 167,560 30 21,190

7 Sodinokibi 32 56.43 3.56 16.7 21.9 170,070 18.5 658,010

government had the largest yearly revenue. Companies in the Leisure sector
were most often insured with 15 %, and not reported in MAS, Media, and edu-
cation with 0%. Finally, the average ransom was largest in the ICT sector, with
1.3 million euros, and lowest for the media, with 11,000 euros on average.

In Table 4.3 we present an overview of different attacking strains. Most at-
tacks were performed by group(s) behind Phobos and Sodinokibi (32 times).
However, the attacks associatedwith Conti targets the companies with the largest
mean and median revenue: respectively 437 million and 31 million euro. The
strain ‘Others’, contains all other groups. Compared to the groups mentioned
here, they target relatively large companies with 327 million euro on average,
or 3.7 million euro median.

The final three columns of Tables 4.2 and 4.3 illustrate the dependent vari-
ables: financial loss, payment and ransom requested. It is noteworthy that in
Table 4.2 the trade and ICT sector have the largest ransom requested, both av-
erages are larger than 1 million euros. Payment is largest in ICT, and trans-
port. Financial loss was largest in trade. This might be due to downtime costs:
for companies who sell products or offer services the downtime costs might be
highest. Compared to MAS (agriculture) or construction, where work probably
could continue without the immediate use of computers.

Considering the different strains in Table 4.3, we find the largest ransom re-
quested by Conti, also the highest financial loss. Dharma has the largest amount
payed, perhaps because of the low amount of ransom requested compared to
other groups. Ech0raix is the group that targets the smallest companies with
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Figure 4.5: Distribution of log ransom requested before negotiations.

1.27 million euro yearly revenue on average, demanding 750 euro and reported
financial loss of 2,620 euros. These results seem to be in line with the relation-
ship which was described in the Introduction: more effort, as defined by the
crime script, should lead to larger ransom requested by attackers and financial
loss by victims.

4.5.2 Hypothesis testing
Next, we use regression analysis to test the three hypotheses introduces in Sec-
tion 4.3. We use a linear regression model to test H1 and H3 and use a probit
regression to test H2. We discuss the details of our hypothesis testing methodo-
logy in Section 4.4. The likelihood ratios for each of the variables tested for the
three hypotheses are show in Table 4.4.

Based on the GLM likelihood ratios for H1 we find that variables that cap-
ture attacker’s effort such as ‘Data exfiltration’, use of ‘RaaS’, ‘Blackmail’ and
active ‘Communication between attacker and victim’ are all significant factors
in predicting the requested ransom. The median ransom requested when the
communication was made using TORchat was 21K euros, whereas the median
ransom requested when other communication channels were used was nearly
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Figure 4.6: Boxplot of log ransom requested for each ransomware strain.

3.5K euros. Also, factors that increase the perceived benefits for attacks such
as ‘yearly revenue’ of the victim firm, ‘industry sector’ and ‘Insurance’ were also
statistically significant in predicting the ransom requested. Figures 4.5 and 4.6
illustrate respectively the distribution of log ransom requested and the ransom
requested when malware strain from a particular group was used.

While analysing the factors that influence the likelihood of victims to pay
ransom (H2), we find that cost and attacker’s effort related variables such as
‘ransom requested end negotiations’, ‘Data exfiltration’, ‘Targeted ransomnote’,
‘Blackmail’ and ‘Days negotiating’ were statistically significant predictors. Inter-
estingly, victim characteristic related variable capturing its ‘Backup’ status was
also significant, 28% of the victims with no back ups pay ransom, where as 48%
of those whose backups became unrecoverable after ransomware infection pay
the ransom. 16% of the victims who has partial recovery of the backups paid
ransom, while only 6% of the victims with fully recoverable backups paid the
ransom.

In analysis of H3 we evaluate the factors that explained the loss reported by
victim firms. Paid ransom formed a significant part of the reported losses. We
again find that attacker effort related factors such as ‘Data exfiltration’, ‘Targeted
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Table 4.4: Results of regression analysis

Regression Regression

Variables Likelihood Ratio Df Variables Likelihood Ratio Df

Y1=RR 3d. Insurance 11.00 1

2a. Data exfiltration 96.47** 1 3e. Backup 20.72** 3
2b. Targeted ransomnote 0.57 1 3f. IR company 12.00 1
2c. RaaS 32.99** 1 3g. Days negotiating 55.34** 1
2d. Strain 49.81 6 3i. Cloud 567.00 1
2e. NAS 0.9 1 4a. Year 5.46 4
2f. Access 19.61 3 4b. Season 167.00 3

2g. Blackmail 35.31* 1 Y3=FL

2h. Communication victim-attack 114.76** 3 1b. Ransom requested end negotiations 552.00 1
3a. Yearly revenue victim 37.82* 1 1d. Ransom paid 34.01** 1
3c. Sector 162.42* 9 2a. Data exfiltration 6.10* 1
3d. Insurance 76.29** 1 2b. Targeted ransomnote 3.15* 1
3e. Backup 40.93 3 2c. RaaS 5.46* 1
3i. Cloud 0.02 1 2d. Strain 2.14 6
4a. Year 37.05 4 2e. NAS 289.00 1
4b. Season 21.16 3 2f. Access 2.15 3

Y2=Pay 2g. Blackmail 3.63* 1

1b. Ransom requested end negotiations 9.74** 1 2h. Communication victim-attack 2.29 3
2a. Data exfiltration 8.83** 1 3a. Yearly revenue victim 40.14** 1
2b. Targeted ransomnote 4.27* 1 3c. Sector 6.44 9
2c. RaaS 40.00 1 3d. Insurance 88.00 1
2d. Strain 5.21 6 3e. Backup 7.93* 3
2e. NAS 507.00 1 3f. IR company 271.00 1
2f. Access 3.41 3 3g. Days negotiating 44.00 1
2g. Blackmail 19.03** 1 3i. Cloud 1.08 1
2h. Communication victim-attack 3.84 3 4a. Year 4.83 4
3a. Yearly revenue victim 0.00 1 4b. Season 13.22** 3
3c. Sector 13.47 9

Note. All data is rounded to 2nd significant figure.
*p ≤ .05. **p ≤ .01.

ransomnote’ and use of ‘RaaS’ again significantly affected the amount of reported
losses. The median financial losses reported were the lowest when no or full
backup was available. This shows that victims that did not already have a backup
as part of their resilience strategy, perceived the financial impact of such attacks
to be low. While, one with full and recoverable backups were able to hit the
ground running without suffering huge losses.

Financial loss of victims (see Figure 4.7) is influenced by the yearly revenue
of the victim, the amount of ransom paid, whether the attacking group is known
to be RaaS and whether an Incident Response company helped the victim to
recover from the ransomware attack.
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Figure 4.7: Distribution of log financial loss for victims after a ransomware at-
tack.



120 RANSOMWARE OFFENDERS AND VICTIMS

Figure 4.8: Compared to Figure 4.2, our results support the hypothesis that
attackers’ effort, victim characteristics and context variables influence ransom
requested, payment and financial loss. Furthermore, variable ‘1c. Payment’, that
has an interaction effect, along with ‘1a. Ransom requested’ is also an important
factor for determining the financial loss for victims after a ransomware attack.

Finally, we analysed the direct effect of ransom requested on payment (1),
ransom requested, and payment on financial loss (2). Performing a probit regres-
sion of ransom requested on payment led to insignificant results (β = −0.1284, p
= 0.33). Regression ransom requested and payment on financial loss, we found
ransom requested predicts financial loss (β = 0.82, p<0.001), but payment vari-
able itself had no effect on financial loss (β = 0.13, p = 0.38). This result might
also be due to how financial loss is operationalized. Victims report to the po-
lice financial loss often a couple of weeks after the attack started. At that point,
downtime (or other) costs might be not that much different between victims who
paid or did not pay.

4.6 Discussion and Conclusion
This study set out to examine the relationship between ransom requested, pay-
ment, and financial loss. We examined 353 ransomware attacks reported to
the Dutch Police. Based on the RCM and ransomware crime script, we argued
that attackers’ effort, victim characteristics and context variables are important
factors to understand the ransom requested by attackers, whether victims paid
the ransom and the financial loss reported by the victims after the attack.
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For the ransom requested, we found that data exfiltration, RaaS groups, in-
surance and mode of communication are important predictors for ransom re-
quested. These results support the hypothesis that attackers’ effort and victim
characteristics are important factors for the ransom requested by attackers. Fur-
thermore, yearly revenue, blackmail and sector had a possible effect on ransom
requested. Finally, these results show that effort could be quantified considering
a crime script of ransomware.

For payment, the ransom requested after negotiations, data exfiltration, tar-
geted ransomnote, blackmail, backup, days of negotiating best predict whether
victims pay the ransom. We find these results in agreement with the rational
choice model of crime. Our results do not indicate a difference between victim
characteristics like yearly revenue and sector for the probability of paying. Victim
behaviour could be more important: did they have a backup and how long did
they negotiate? The effort of the attacker also influenced the decision of the vic-
tim to pay: Data exfiltration, targeted ransom note and blackmail are positively
related to the probability of payment.

For financial loss we found ransom paid, data exfiltration, RaaS, yearly rev-
enue of the victim, backup and season to be important factors contributing to
financial loss as reported by the victim to the police. It is important to note that
none of the victims was able to indicate the costs of reputation damage and li-
ability or costs in the long term to the police, because they needed to disclose
a (realistic) financial loss when reporting the attack to the Police. Nevertheless,
these results seem to support the hypothesise that financial loss is determined
by attackers’ effort, victim characteristics, context and the amount of ransom
paid. Interestingly, whether the victims did or did not pay the ransom, did not
contribute to the reported financial loss.

Finally, considering the direct relationships between dependent variables
(see Figure 4.8), a direct relationship between ransom requested and financial
loss was found. Furthermore, a direct effect of ransom requested after nego-
tiations on payment and payment to financial loss was also found statistically
significant.

4.7 Limitations and Further Work
There are different limitations of this study:

1. We collected data based on ransomware reports filed by companies and
individuals to the Dutch Police. The nature of this data makes it a challenge
to generalize the results to other countries and victims who do not report
the ransomware attack to the Dutch Police. These challenges could be
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tackled by collecting data frommultiple Law Enforcement agencies around
the world and incident response companies, for example. These companies
also help victims who do not report the attack to the police, making it
possible to estimate selection bias due to the willingness to report.

2. The crime script of ransomware as described in this chapter sets out to
understand and structure the collected data. However, it is possible to
improve this crime script by including more ransomware attacks and from
different countries.

3. The regression models could be biased due to the large number of miss-
ing observations. Although the MICE method is, to our understanding, a
good way to impute the missing data, the models could be improved by
decreasing the amount of missing observations. One way to achieve this
is by training police officers to ask for more and specific information when
the victim reports a ransomware attack.

4. Due to the sensitivity of the data, only one annotator could code the data.
This might result in several types of biases [2]. This problemwas important
when coding the categorical variables. For example, a company that sells
buses, should it belong to trade or to transport? We tried to limit the sever-
ity of this limitation by anonymously discussing these issues with experts
outside the project and writing down the choices to improve consistency.
In this specific case we decided that selling buses belongs to trade, since
that is the main objective of the company. Further research could address
this issue by asking permission for multiple researchers to get access to the
sensitive data from the start of the research project.

To understand how sample bias might have affected this study, we compare
sample size of ransomware attacks and percentage payments with previous lit-
erature. Considering the sample size of ransomware attacks in other studies,
[21] examined 623 ransomware incidents in the EU, United Kingdom and United
States between May 2021 and June 2022. [46] examined 101 ransomware at-
tacks in 2020 in 81 countries. Comparing these two studies with the present
study, we examined a relatively large sample size: around 100 cases within one
year in the Netherlands. Furthermore, comparing the sample of this study with
research from the industry [51], it seems the sample might contain more cases
from individuals and small and medium enterprises, since they perhaps cannot
afford incident response services after a ransomware attack.
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Considering the percentage payments,[12] indicates 85% of the victims pays,
but this is based on 13 observations and was in 2016. [14] surveyed 41 compan-
ies in the UK between 2014 and 2018, of which 8 companies (19.5%) paid the
ransom. Victims were sampled from UK Police data. The percentages in these
two studies are based on small samples. Finding of [14] aligns with our study.
As described earlier, it might be that victims who pay are less inclined to go to
the Police to report their attack. Perhaps because the Police expresses the strong
view to never negotiate or pay (ransomware) criminals. Payment rates from the
industry seem to confirm this. According to [51], Kaspersky found that in 2020
52% of ransomware victims paid. It would be interesting to reproduce this study
with data from incident response companies and to survey companies when they
would go to the Police. As is, this was mostly studied considering other cyber-
crimes [30, 65] but not ransomware. Taken together, these results indicate that
not all companies report to the police and that victims that pay are less willing
to report to the police.

One other interesting finding in the present study is that 6 ransomware
strains account for almost 50% of the cases. This seems to align with previous
offline crime research: there has been a concentration of offending and offend-
ers in time and space [26]. However, other ransomware research did not found
such a strong concentration [21, 46].

In conclusion, this study is the first attempt to do a large-scale empirical
study. Despite its limitations, the relatively large sample size [12, 14, 51] made
it possible to study the effort of the attacker, victim characteristics and context
variables in depth and their influence on the ransom requested, the payment of
the ransom and the financial loss reported by the victim.

Furthermore, this study might support interventions by Law Enforcement
and policy makers. Law Enforcement could intervene on the factors which in-
fluence the ransom requested, to reduce the amount of money attackers make
with ransomware attacks. Policy makers could conduct targeted prevention cam-
paigns to companies in specific sectors and large companies, as these character-
istics seem to indicate larger ransom requested and therefore more profitable for
attackers. These campaigns could be increased during specific seasons, as this
was an indicator for the financial loss of victims. Victims who are under attack
could be warned and be prepared for potential blackmail strategies and publica-
tion of confidential data on leakpages. Finally, prevention campaigns could focus
on prevention: make sure that potential victims have reliable backups, which are
not accessible through the network by attackers. Backups decrease the probabil-
ity of paying and therefore decreases the financial gains of ransomware attacks.
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4.8 Ethics
We follow the principles from Menlo Report [4] to justify the ethical considera-
tions made in this study:

Respect for persons: Privacy of victims was taken into considerations when
writing this chapter. By not considering individual cases and only aggregat-
ing to strains and sector of victims, we feel confident the privacy of victims
is respected.

Beneficence: Information of the police investigations was only available to re-
searcher who had a proper police screening. For the other researchers
involved in this project only aggregated results were available. Although
this conflicts with the scientific principles of transparency and reproduce-
ability, this seemed the only way to conduct a large-scale empirical ransom-
ware study. Furthermore, results presented in this chapter should exclude
personal identifiable information.

Justice: Selection of ransomware attacks was only on the keyword ’ransomware’
in the police systems. In this way, all ransomware attacks got an equal
chance to be part of the study. No extra effort was put into attacks which
got a lot of media attention.

Respect for Law and Public Interest: An important factor we took into con-
sideration was the information position regarding specific groups and/or
strains or the way the Dutch Police operates. These were excluded from
the chapter.
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Speaking about myself, it would be high
time to stop. There will be enough money

for more than one hundred years. But there
is never a lot of money – there is always not

enough money.
∼ Alleged affiliate of ransomware group REvil



Chapter 5

Ransomware Payment Decisions

This study aims to address this existing gap by conducting an empirical investigation
that focuses on the ransom paid by victims. Extending on past research, we analyse
382 ransomware attacks reported to the Dutch Police and/or handled by an Incident
Response (IR) company. One challenge of modeling ransom payments is the large
proportion of victims who did not pay, which leads to zero-inflation. We tackled this
problem by employing a hurdle model, which effectively deals with zero-inflation by
capturing ransom paid as a two-step decision-making process: first, victims decide
whether to comply with the ransom demands, and if they choose to do so, they then
need to determine the acceptable ransom amount.

132
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5.1 Introduction
Over the past few years, crypto-ransomware has emerged as a major concern for
society, as reflected in Europol’s consistent recognition of crypto-ransomware
as a top priority [15, 14]. In the United States alone, [3] estimates that 576
organizations fell victim to crypto-ransomware attacks in 2021with 159.4 billion
USD in downtime costs. Crypto-ransomware, ransomware for short, is a type
of malware that encrypts files, allows victims to regain access upon paying a
ransom to the attackers. The surge in ransomware attacks can be attributed to its
profitability [10, 5]. Furthermore, [20] highlights that criminals are incentivized
to target victims who highly value their data, leading to increased social welfare
costs. To address the surge in ransomware attacks and mitigate the impact,
efforts must be made to reduce the profitability of ransomware attacks.

To reduce ransomware profitability, [16] proposes three defensive strategies:
lowering the value of ransom payments, increasing the costs of ransomware at-
tacks, and decreasing the willingness of victims to pay. The present study focuses
on the profitability of ransomware attacks by focusing on the victims’ decision-
making to pay a certain ransom amount.

Criminals profit from ransomware attacks primarily because victims choose
to pay the ransom [18, 7]. Various sources provide insights into the size of
ransomware payments in recent years. An empirical study of ransomware attacks
reported to the Dutch Police from 2019 to 2022 indicated an average ransom
demand of 720,256 euros, with 21% of victims actually paying the ransom, res-
ulting in financial losses of 433,191 euros [27], as victims have estimated when
they reported to the police.

A company tracking ransomware payments on the Bitcoin blockchain, estim-
ated the total ransomware payments to be 765 Million USD in 2020, 766 Mil-
lion USD in 2021, and 457 Million USD in 2022 [9]. They attribute the drop in
ransomware revenue in 2022 not to fewer attacks but to victims’ reduced willing-
ness to pay ransomware attackers. Interestingly, more than 50% of the revenue
is concentrated among the top 5-7 strains, while the total number of strains is
estimated to be around 10,000 [9].

[29] constructed a data set using ransom notes uploaded by victims, which
indicated a cumulative ransom payment of 101,297,569 USD between 2017 and
2022. Additionally, [34] monitored 41,424 victims from 2012 to 2021, revealing
a combined ransom payment of 176 Million USD.

Combined, these figures provide an approximation of the profitability of
ransomware attacks. However, it is crucial to highlight that the social welfare
costs are significantly higher, as the ransom paid merely represents a fraction



134 RANSOMWARE PAYMENT DECISIONS

of the victims’ recovery costs [3, 27, 7] and there are non-monetary costs like
psychological costs, social costs and impact on customers and service users [30].

A complimentary way for criminals to profit from ransomware attacks
emerges through data exfiltration. Present-day ransomware attacks frequently
involves stealing data to pressure victims into paying, with threats of public ex-
posure on leak pages [27, 24]. Additionally, criminals may choose to sell the
stolen data to rival business competitors or other malicious actors for potential
use in subsequent attacks [21, 25].

It is important to understand victims’ willingness to pay to decrease ransom-
ware attacks’ profitability. A survey by [20] estimated a willingness to pay
around 150 British pounds among 149 individuals in the UK. However, this
study’s limitations are twofold: it focused on individuals, disregarding poten-
tial differences with businesses’ decision-making, and the survey lacked real-life
applicability as it asked participants to speculate on hypothetical scenarios rather
than reporting real-life situations. In a follow-up study, [6] found that a propor-
tion of individuals appear to reject paying any ransom.

An alternative approach is provided by [10]. They conducted interviews with
41 ransomware victims from SMEs, large companies, and public organizations
in the UK. Among them, 8 victims (20%) opted to pay, mainly to avoid bank-
ruptcy. Conversely, 22 victims (67%) had no intention of paying. [10] proposes
a two-step decision-making process: first, determining affordability, and second,
evaluating the advantages and disadvantages of paying versus alternative data
retrieval methods to minimize disruption and further financial losses.

The primary aim of this study is to apply a quantitative model to capture the
decisions made by businesses. Given that many businesses do not pay the ransom
we adopt a hurdle model approach to capture factors that influence payment of
a ransom and factors that influence the amount of ransom paid. This statistical
approach can be seen to capture the two-step decision making process proposed
by [10]. We state the main research question as follows: What factors determine
the ransom paid during ransomware attacks? To answer this question, we focus
on three sub-questions:

RQ 1: Which factors determine whether victims will pay or will not pay the
ransom?

RQ 2: In case the victims decide to pay, which factors determine the ransom
amount victims will pay?

RQ 3: Do different factors influence the ransom payment decision and the
amount ransom paid?
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We analyse 382 ransomware attacks reported to the Dutch Police between
1 January 2019 and 1 January 2023 and incidents handled by an Incident Re-
sponse (IR) company between 21 February 2020 and 1 January 2023. To deal
with zero-inflation of ransom payments and effectively capture the two-step
decision-making process regarding ransom payments of victims we employ a
hurdle model. Our key contributions are:

1. Extending on [27], we annotate 525 ransomware attacks reported to the
Dutch Police and 116 to an IR company, therefore controlling for possible
low willingness to report to the police. For our regression analysis we ana-
lyse 382 ransomware attacks.

2. We demonstrate that modeling the ransom paid to criminals could be
modeled as a two-step process: whether victims choose to pay and de-
termining the amount of ransom paid. Furthermore, we identify distinct
factors influencing the first and second step.

3. More specifically, having insurance results in ransoms that are 2.7 times
larger, data exfiltration increases the ransom 4.4 times, and each 1% in-
crease in a victim’s yearly revenue causes a 0.12% rise in the ransom paid.

4. We propose a method to construct a demand curve based on empirical data
of ransom payments.

The outline of this paper is as follows: In §5.2, we discuss existing literature
concerning the profitability of ransomware attacks and state seven hypotheses
to answer our research questions. Subsequently, in §5.3, we present our data
and the methodology. Afterwards, §5.4 presents the results obtained from our
research. To conclude, we discuss our findings and outline future work in §5.5
and §5.6, respectively.

5.2 Related Work and Hypotheses
Ransomware is a financially motivated crime, with cybercriminals seeking to
maximize profit by controlling the size of the ransom [20, 10, 18]. Given the
relative ease of attacking victims and the low risk of capture, the ransom amount
becomes a critical variable they criminals can manipulate. Therefore we make it
the focal point of our analysis [20].

The criminals’ potential profit heavily relies on the willingness of victims to
pay the ransom, influenced by various factors such as the importance of files to
the victim, the availability of recent backups, liquid funds, relative trust in the
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criminals, and willingness to negotiate with them. From the criminals’ perspect-
ive, their focus lies on determining the maximum amount each victim is willing
to pay for file recovery, also known as the willingness to pay (WTP) [20].

Heterogeneity in businesses maximum willingness to pay a ransom, incentiv-
izes criminals to adopt price discrimination strategies, as cited in previous works
[20, 7, 18]. Price discrimination increases profits by encouraging more victims
to pay, as the ransom can be lowered for those with a lower WTP while keeping
higher prices for others [27, 18].

If criminals do not use price discrimination between victims, which is defined
as uniform pricing, criminals impose an identical ransom amount to all victims.
Uniform pricing is a characteristic of certain ransomware strains like Deadbolt
[26] and old ransomware strains like CryptoLocker [7].

In contrast, second-degree and third-degree price discrimination are classic
price discriminationmethods. Second-degree price discrimination involves offer-
ing victims diverse package options, allowing them to pay solely for the decrypter,
preventing data publication, or obtaining a comprehensive security report from
the criminal, or any combination of these options [20, 24, 18]. Third-degree
price discrimination directly distinguishes different victim types. Criminals using
third-degree price discrimination may analyze victims’ company details, includ-
ing yearly revenue from public sources or obtained insurance policy documents
during the attack.

Uniform pricing, second-degree and third-degree price discrimination are all
pricing methods observed in real-life ransomware attacks and lead to different
types of dynamics between criminals and victims [27, 25, 7, 18]. With uni-
form pricing, the ransom note states the ransom amount and bitcoin address in
the ransom note, though this approach is becoming less common [27, 19]. In
contrast, second- and third-degree price strategies typically involve negotiation
through email or TOR-chat and offering ransoms based on factors like the num-
ber of servers encrypted or the services provided by the criminal, such as data
decryption, prevention of data publication, or even a security report how the
criminal infected the company and which security measures to take [27, 18].
Typically, an adversary initiates the negotiation by specifying an initial ransom,
and the victim has the option to counter with a request for a lower price, com-
monly known as a discount. The negotiation progresses with both parties enga-
ging in reciprocal offers to reach an agreement [18].

Ransomware criminals seem successful in implementing price discrimination
strategies. Empirical studies (e.g., [27, 18]) have identified factors influencing
the ransom requested and the WTP in ransomware attacks, such as data ex-
filtration, Ransomware-as-a-Service (RaaS), blackmail, victim’s yearly revenue,
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sector, and insurance. Notably, an overlap in these factors suggests that crimin-
als may have effectively identified variables for which victims are willing to pay,
indicating successful price discrimination strategies.

A significant subset of victims consists of those who refuse to pay the ransom,
as emphasized by [10, 6, 5]. For these individuals, theWTP is effectively zero. As
a result, it is reasonable to distinguish between those inclined to pay the ransom
and those who are not, before modeling the ransom amount they would pay.
Considering the decision to pay the ransom as such a two-step procedure can
be even more valuable if distinct factors influence the first and second step. For
example, having off-line backups might influence the decision to pay, but not the
ransom amount if the victim wants to pay. This leads to our first hypothesis:

Hypothesis 1: The factors influencing the decision to pay are different from the
factors influencing the ransom amount paid.

One of the critical decision that victims face is how to mitigate the ransom-
ware attack, especially sincemost victims have little experience with ransomware
attacks. This lack of expertise creates tension and uncertainty, making it more
likely for victims to seek specialized guidance. Especially when the situation is
critical and recovery seems difficult. Therefore, many victims might consult an
Incident Response (IR) company [38]. Based on this behaviour, we hypothes-
ize that victims who turn to IR companies are more inclined to consider making
ransom payments and may also be willing to pay larger ransom amounts.

Hypothesis 2: Victims’ decision to go to the IR company are more inclined to con-
sider payment (H2.1) and pay larger ransom amounts compared to victims
who decided not to go to the IR company (H2.2).

Two strategies employed by companies to reduce the impact of ransomware
attacks and decrease the willingness to pay (WTP) are cyber insurance and re-
coverable offline-backups [16].

Companies benefit from insurance coverage during ransomware incidents in
multiple ways [16, 38, 28]. Firstly, insurance providers may have experience
in assessing the situation and determining whether the company can recover
without paying the ransom. Secondly, if payment is necessary, insurance com-
panies may assist in negotiating and reducing the ransom amount. Thirdly, they
might compensate the ransom if paid, and finally, they facilitate the company’s
recovery process by for example hiring an IR company [28, 38].

Furthermore, there is ongoing debate on whether cyber insurance leads com-
panies to reduce investments in preventive security measures, as insurance cov-
erage may alleviate the financial consequences of an attack, resulting in moral
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hazard. For a more elaborate analysis on the relationship between insurance
and ransomware we refer to [38, 28, 36].

It is important to note that although cyber insurance may ease the financial
burden on victims, it does not address the underlying incentives for ransomware
attacks. On the contrary, from the attacker’s perspective, cyber insurance might
actually encourage more victims to pay the ransom. This could make ransom-
ware attacks more profitable and, unfortunately, more attractive for cybercrim-
inals.

Hypothesis 3: Victims with cyber insurance are more inclined to consider payment
(H3.1) and pay larger ransom amounts compared to victims with no cyber
insurance (H3.2).

Backups represent a valuable strategy for companies to mitigate the impact
of ransomware attacks [16, 27]. In the event of file encryption, backups offer a
means of restoring data. However, there are three complications. Firstly, attack-
ers actively seek out and delete backups to discourage victims from relying on
them and encourage ransom payment. Secondly, difficulties may arise in the re-
covery process, even if backups remain unaffected by criminals. Research by [37]
shows that both cloud-based and colocation backup methods may incur a larger
fraction of costs compared to paying the ransom. Additionally, many companies
lack awareness of the time required for backup recovery, which might result in
considering ransom payment to speed up the process. Thirdly, currently most
criminals encrypt and exfiltrate files, threatening publication if no payment is
made, imposing costs regardless of backups [24, 21]. Nonetheless, despite these
challenges, we expect that having accessible offline backups will likely lead to a
reduced number of companies paying the ransom, without affecting the ransom
amounts [10].

Hypothesis 4 : The presence of recoverable backups leads victims to be less inclined
to consider payment (H4.1), while not influencing the ransom amount paid,
compared to victims lacking recoverable backups (H4.2).

As mentioned previously, data exfiltration is another incentive for victims to
consider paying a ransom and larger ransom amount [24, 21, 27]. Companies
want to prevent undesirable outcomes linked to the publication of data and the
damage it could cause to their reputation.

Hypothesis 5: Data exfiltration leads to victims more inclined to consider payment
(H5.1) and pay larger ransom amounts compared to victims where no data
is exfiltrated (H5.2).
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Table 5.1: Variables used in this chapter and percentage missing values.

Variables Unit / categories Missing Values (%)
1a. Ransom requested end negotiations Euro, Log 10 transformed 228/481 (47%)
1b. Payment Yes = 1 / No = 0 33/481 (7%)
1c. Ransom paid Euro, Log 10 transformed 61/481 (13%)
2a. Time negotiating Hours 70/481 (15%)
2b. Insurance Yes = 1 / No = 0 50/481 (10%)

2c. Backups No = 0, Yes + no recovery = 1,
Yes + partial recovery = 2, Yes + full recovery = 3

46/481 (10%)

2d. Data exfiltration Yes = 1 / No = 0 60/481 (13%)
2e. Yearly revenue victim Euro, Log 10 transformed 11/481 (2%)
2f. Sector victim Sectors described by Dutch Chamber of Commerce 20/481 (4%)

3a. Data set IR company = 2, IR company + police = 1
Police = 0

0/481 (0%)

3b. Year encryption 2019, 2020, 2021, 2022 18/481 (4%)

Another relevant factor might be the victim’s yearly revenue. The victim’s
yearly revenue can impact the WTP due to two reasons. Firstly, it influences
their ransom payment capacity [10]. Secondly, criminals might use it for second
or third-degree price discrimination as described above[27, 18, 7]. Hence, the
victim’s yearly revenue affects the decision to pay and the ransom amount paid.

Hypothesis 6: Yearly revenue of the victim influences the decision to pay (H6.1)
and the ransom paid (H6.2).

Finally, some sources describe that the ransom revenues for criminals have
increased from 2019 to 2021, but decreased in 2022 [9, 27]. There are claims
that insurers and businesses are reacting to the increased attacks in 2020 and
2021 and so we might expect ransoms to be falling [11]. Consequently, the final
hypothesis of this study is:

Hypothesis 7: The frequency of ransom paid is not different over the years (H7.1),
but the amount ransom paid is (H7.2).

5.3 Data and Methodology
A strength of this study is that we use two data sets. The first is an extension of
data set and methodology previously used by [27] and consists of 525 ransom-
ware attacks reported to the Dutch Police between 1 January 2019 and 1 January
2023. The second data set are 116 incidents reported by an incident response
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Table 5.2: Sector Size in Netherlands According to CBS [8].

Sector Name Description of Companies in Sector Dutch Sector
Size (%)

Trade Involves the buying and selling of goods and services. 29.9
Healthcare Provides medical services, including hospitals and clinics. 29.3
Government Covers public administration, defense, and social services. 12.1
Education Includes schools, colleges, and educational services. 11.8
Construction Concerns the building of infrastructure and buildings. 8.6
Transport Involves the movement of goods and people. 8.5
Leisure Includes recreation, entertainment, and tourism. 6.8
ICT Focuses on Information and Communication Technology services. 5.2
Media Covers broadcasting, publishing, and other forms of media dissemination. 5.2
Agriculture Involves farming, forestry, and fishing. 2.1

company (IR company) active in the Netherlands between 20 February 2020
and 1 January 2023. Using another source of data in addition to police reports
could help account for situations where people may be less willing to report to
the police [33, 35].

To compile the Dutch Police data set, a search was conducted in the police sys-
tems employing the keyword ’ransomware’, which was further analyzed with the
authors manually classifying the incidents involving crypto-ransomware attacks.
On the other hand, the incidents recorded by the IR company were specifically
disclosed to the members of the team for the purpose of our project.

From both data sets we exclude attempted ransomware attacks and attacks
reported by individuals, resulting in 418 ransomware attacks in the data set
of the Dutch Police and 97 ransomware attacks in the IR company data set.
Removing duplicates between data sets, we have a combined data set of 481
unique successful ransomware attacks on companies, see Table 5.1.

The Dutch Police data set is limited to cases within the Netherlands due to
jurisdictional limitations. In contrast, the IR company data set comprises cases
from various countries where the company was actively involved. Among the 97
attacks in the IR company data set, 42 were recorded outside the Netherlands.
Given the geographical proximity of these countries to the Netherlands, it was
deemed reasonable to include them in the study, as we anticipate no systematic
differences from the other cases in the IR company data set.

Given the presence of both data sets, we have the opportunity to examine the
willingness of victims to report ransomware attacks to the police. Within the 97
IR company cases, three distinct categories emerge: 1) 21 cases (22%) did not
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report to the police, 2) 34 cases (35%) reported the incident to the police, and
3) 42 cases (43%) occurred in foreign countries, and their reporting status to
local authorities remains unknown. Consequently, when focusing solely on cases
within the Netherlands, 34 out of 55 victims (62%) reported the ransomware
attacks to the Dutch Police. A visual representation of these data sets is presented
in Figure 5.1. There seems to be an increase of ransomware attacks in 2020 and
2021 compared to 2019 and 2020. Note that the rise in ransomware attacks in
the IR company data set might be due to extra incidents in foreign countries.

Next, we describe the variables coded in this chapter. The dependent vari-
ables in our study (see Table 5.1) are:

1. Ransom Paid: This section examines variables which help construct the out-
come variable 1c. Ransom paid, which is the main focus of our study.

1a. Ransom requested end of negotiations: This variable represents the final offer
made by the criminal during negotiations and was measured in euros. It
was used to construct 1c. Ransom paid.

1b. Payment: This binary variable indicates whether victims paid the ransom or
not. It is categorized as follows: yes = 1, no = 0.

1c. Ransom paid: This variable is the primary focus of our study, measured in
euros. This variable is calculated by multiplying the payment (1c.Payment)
with the final ransom (1b.Ransom requested end of negotiations). If the
ransom requested after the end of negotiations was unknown and there
was no payment, then the ransom paid was recorded as 0.

The independent variables in this chapter (See Table 5.1) are:

2. Victim Characteristics: This section examines various characteristics of the
victim that could serve as significant indicators for the ransom amount
paid. These characteristics align closely with our research hypotheses.

2a. Time Negotiating: The number of hours devoted to negotiations. If no nego-
tiations occurred, the value for time negotiating was recorded as 0.

2b. Insurance: A binary variable indicating whether the victim has insurance
coverage that includes ransomware attacks. Categories are defined as fol-
lows: yes = 1, no = 0.

2c. Backups: This categorical variable represents the presence of backups and
their state in the event of a ransomware attack. It is categorized as follows:
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Figure 5.1: Ransomware attacks per year reported to the Police, to the IR com-
pany or to both.
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no = 0, yes but not possible to recover data = 1, yes but could partially
recover data = 2, yes and could fully recover data = 3.

2d. Data Exfiltration: This binary variable indicates whether data from the vic-
tim was exfiltrated during the ransomware attack. It is categorized as fol-
lows: yes = 1, no = 0. Note that although many ransomware groups
claim to exfiltrate data as a means of pressuring victims, most groups do
not actually carry out this action [24]. Data exfiltration is documented as
confirmed if in-depth analysis of network logs reveals significant and ab-
normal data uploading activity. Additionally, if the victim’s data is found
to be published on a leak page and verified as belonging to the victim, it is
also categorized as data exfiltration.

2e. Yearly Revenue Victim: This variable represents the annual revenue of the vic-
tim’s company, measured in euros and log-transformed, due to very skewed
data [27]. The data was obtained from various public sources, including
ZoomInfo and DnB [1]. It is worth noting that these sources are also util-
ized by criminals to access the yearly revenue information of their targets.
While there may be inaccuracies in the data retrieved from these sources,
its usage by criminals provides a relevant basis for examining potential
price discrimination strategies.

2f. Sector Victim: This categorical variable identifies the economic sector to
which the victim’s company belongs, based on the categories employed
by the Dutch Chamber of Commerce [8]. See Table 5.2.

3. Contextual Variables: This section highlights the inclusion of metadata
which might influence the ransom paid.

3a. Data set: A categorical variable indicating the origin of the attack data, cat-
egorized as police data set, IR company data set, or both.

3b. Year encryption: A categorical variable indicating the year when encryption
of victim’s files occurred, limited to 2019, 2020, 2021, or 2022.

As ransom paid is the primary focus of our study, we have employed a list-
wise deletion approach for the regression analysis, removing all cases where the
amount of ransom payment was unobserved, resulting in 430 ransomware cases
for descriptive analysis. Similarly, applying listwise deletion for the other vari-
ables (as depicted in Table 5.1), resulted in 382 observation for the regression
analysis. Although using a different sample size for descriptive and regression
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analysis might make it harder to compare results, we want our analysis to be as
close to the real-life data as possible. Likewise, the listwise deletion approach
could introduce potential bias if the ransom payment data is not missing-at-
random [31]. However, the method aligns with our research objectives, since
we only want to analyse observed ransom payments and the amount of missing
observations is relatively low, less than 10%.

Analysis were conducted using Rstudio and R version 4.3.1, with packages
pscl, ggplot and dplyr.

We adopt a two-step approach to model the ransom paid in our study, utiliz-
ing a hurdle model as proposed by [23]. The hurdle model is suitable for captur-
ing the decision-making process of ransom payment, with the "hurdle" repres-
enting the likelihood of a victim paying the ransom, and only after overcoming
this hurdle, positive ransom payments are observed. This framework combines
two components: the first models the probability of attaining a ransom paid
or no payment, while the second part models the ransom amount given that
the ransom payment is non-zero. Hurdle models give extra insight by capturing
factors influencing zeroes and factors influencing positive amounts [12, 17]. The
advantage of using a hurdle model is that it could handle excess zeros efficiently
[17]

In our analysis, we employ a hurdle model with a negative binomial distri-
bution. This distribution allows us to model the ransom paid while relaxing the
assumption of equal mean and variance as would be the case using a Poisson
Distribution. Furthermore, we use a Log Link function to model the logarithm
of ransom paid. Log-transforming variables with monetary scales is common in
social-empirical studies to transform a non-linear distributed variable to an ap-
proximately normal distributed variable [27, 34]. The probability of a victim
making no payment can be represented as follows:

P (Yi = 0) =
1

1 + e−λ
(5.1)

Where Yi is the ransom amount Y paid by victim i and the parameter λ is
used to predict the count of zero ransom payments. The probability of a non-zero
ransom amount, conditional on payment of ransom amount y > 0 is:

P (Yi = y) =
Γ(y + ri)

y! · Γ(ri)

(
ri

ri + µi

)ri ( µi

ri + µi

)y

(5.2)

With ri is the dispersion parameter for victim i and µi is the mean parameter
for victim i.
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We model the expected ransom amount when a victim pays a ransom as:

E(Yi|Yi > 0) = eβ0+β1xi (5.3)

With xi the relevant covariate for victim i, and β0 and β1 regression coeffi-
cients. Using the probability distributions (5.1) and (5.2) we could extract the
total expected ransom amount for both victims who pay and who do not.

E(Yi) = P (Yi > 0)× E(Yi|Yi > 0) (5.4)

Equation (5.4) allows us to construct a regression model that accounts for
multiple regressors, enabling us to evaluate their effect on ransom paid. With
this regression model, we seek to validate the previously stated hypotheses. We
set the significance level to α = 0.05, and a p-value below this threshold supports
the hypothesis that the variable is significant.

5.4 Results
5.4.1 Descriptive Analysis

Table 5.3: Sum and Average Ransom Paid For Different variables. N=430.

Categories # Paid # Not Paid
Sum
Ransom Paid
(euro)

Average
Ransom Paid
(euro)

Year 2019 16 (19%) 68 (81%) 312,053 19,503
2020 39 (35%) 74 (65%) 27,629,373 708,445
2021 37 (28%) 94 (72%) 11,848,461 320,229
2022 25 (27%) 67 (73%) 10,637,366 425,495

Insurance No 75 (24%) 232 (76%) 9,976,185 133,016
Yes 33 (44%) 42 (56%) 23,367,453 708,105

Backups No 28 (27%) 76 (73%) 1,417,017 50,608
Yes, but not recoverable 45 (58%) 33 (42%) 16,251,606 361,147
Yes, but partially recoverable 24 (28%) 63 (72%) 11,706,451 487,769
Yes, and fully recoverable 13 (11%) 109 (89%) 19,671,327 1,513,179

Data exfiltration No 82 (25%) 250 (75%) 7,331,363 89,407
Yes 35 (40%) 53 (60%) 43,095,889 1,231,311

Data set Police 71 (21%) 263 (79%) 21,087,499 301,250
Police and IR company 18 (52%) 16 (48%) 9,460,831 556,520
IR company 32 (52%) 30 (48%) 19,878,922 662,631

Total 121 (28%) 309 (72%) 50,427,252 431,002
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Table 5.4: Descriptive statistics of victim companies of different sectors. Mean
and median revenue are in Million euros, insured, no backup, and paid are per-
centages. Average ransom paid is in euro and cumulative ransom paid is in
Million euros. Bottom row demonstrates unweighted column average. N=430.

Sector Number
attacks

Number
attacks
(%)

CBS
Sector
Size (%)

Mean
Revenue
(Meuro)

Median
Revenue
(Meuro)

Insured
(%)

No
Backup
(%)

Paid
(%)

Average
Ransom Paid

(euro)

Cumulative
Ransom Paid

(Meuro)
1 Trade 140 32.6 29.9 301.91 4.07 19.4 46.8 30.7 112,793 15.79
2 Construction 77 17.9 8.6 382.30 4.47 28.8 48.0 28.6 46,676 3.59
3 ICT 63 14.7 5.2 397.08 3.81 19.7 46.6 28.6 268,039 16.89
4 Healthcare 29 6.7 29.3 37.44 3.61 19.2 37.9 32.1 94,784 2.75
5 Leisure 29 6.7 6.8 7.55 1.24 22.2 59.3 24.1 31,934 0.93
6 Transport 27 6.3 8.5 490.40 5.82 7.7 64.0 33.3 102,690 2.77
7 Media 25 5.8 5.2 424.02 3.64 16.7 47.8 20.0 274,409 6.86
8 Education 14 3.3 11.8 107.40 16.87 0.0 28.6 21.4 22,138 0.31
9 Agriculture 14 3.3 2.1 387.61 0.83 14.3 53.8 15.4 12,389 0.17
10 Government 12 2.8 12.1 58.60 21.27 16.7 41.7 8.3 34,146 0.41

Average 43 - - 269.43 6.66 16.5 47.7 24.3 104,100 5.05

In this subsection we first examine the cumulative, average, and frequency
of ransom payments in relation to the various variables outlined in Section 5.3.
Subsequently, we will conduct a detailed analysis of the characteristics specific to
victim companies across different sectors. For an overview of our results, please
refer to Tables 5.3 and 5.4.

Among the 430 victims, 121 victims decided to proceed with ransom pay-
ment, approximately 28%. Regarding the total ransom payments made, the
combined sum in our data set amounts to 50,427,252 euros. For those who
chose to pay, the average ransom amount was 431,002 euros, with a median of
35,000 euros. See Figure 5.2 for the distribution of ransom paid. The distribu-
tion seems to be lognormal distributed, but not uniform, which might contradict
that criminals in this dataset use uniform pricing.

In 2020 a substantial sum of approximately 28 Million euros ransom was
paid, marking an increase compared to the preceding year when the ransom
payment amounted to 312,053 euros. This rise in ransom payments can be
attributed not only to an increase in the number of attacks (84 in 2019 and
113 in 2020) but also to a higher average ransom paid per attack. However,
in subsequent years, namely 2021 and 2022, the ransom payments decreased to
around 12Million and 11Million euros, respectively. A Kruskal-Wallis test, which
is a non-parametric test with the null hypothesis that in all years the ransom paid
is the same, results in KW=8.825, df=3, p-value=0.03. This implies that at least
in one year the ransom paid is different compared to other years.



5.4. RESULTS 147

Regarding insurance, it is observed that having insurance coverage correlates
with a higher likelihood of payment, with 44% of victims opting to pay when
insured, as opposed to 24% when uninsured. Additionally, the average amount
paid is also greater when the victim has insurance, 708,105 euros, compared to
133,016 euros for those without insurance. Consequently, the total amount of
ransom paid is significantly higher for insured victims, reaching approximately
23 Million euros, in contrast to around 10 Million euros for uninsured victims.
The Kruskal-Wallis test with null hypothesis that ransom paid with and without

Figure 5.2: Distribution of ransom paid.
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insurance is equal, results in KW=20.12, df=1, p-value<0.001. This indicates
that having insurance leads to more ransom paid.

Regarding backups, it seems that having recoverable backups leads to a lower
probability of payment, observed in only 11% of cases. However, the aver-
age ransom paid per attack and the total ransom paid are higher compared to
scenarios with other backup conditions. It is noteworthy that victims who lack
backups generally pay lower ransoms than those who have backups that can-
not be restored, with both the average ransom per attack and the cumulative
amounts being lower. One plausible explanation could be that businesses hold-
ing data considered valuable enough for ransom payments are generally more
likely to employ backup systems, compared to those with less valuable data. The
Kruskal-Wallis test with null hypothesis that all backups measures lead to same
ransom paid, results in KW=49.65, df=3, p-value<0.001. This indicates that
having backups leads to more ransom paid.

In relation to data exfiltration, cases involving exfiltration of data result in a
higher probability of payment, as observed in 40% of such incidents, compared to
25% when no data exfiltration occurs. Additionally, the average amount paid is
substantially larger, approximately 1.2 Million euros when data is exfiltrated, as
opposed to 89,407 euros when no data exfiltration is confirmed. Consequently,
the total ransom paid is considerably higher in cases where data exfiltration takes
place, reaching approximately 43 Million euros, in contrast to approximately 7
Million euros in attacks without data exfiltration. The Kruskal-Wallis test with
null hypothesis that ransom paid with and without data exfiltration is equal,
results in KW=15.38, df=1, p-value<0.001. This indicates that data exfiltration
leads to more ransom paid.

In terms of the data set used, a higher proportion of ransom payments occur
in the data set of the incident response (IR) company, accounting for 52% of
cases. This percentage aligns with the combined number of payments made to
both the IR company and the police. In comparison, the data set from the police
shows a lower ransom payment rate of 21%.

The average annual revenue of victim companies was 269.43 Million euros
(sd = 1,802 Million euros). The median revenue was 6.66 Million euros, and
the geometric mean was 3.03 Million euros.

The average time spent negotiating was approximately 37 hours (sd = 92
hours). However, when considering only cases where the victim engaged in nego-
tiations, the average negotiating time was 111 hours (sd = 131 hours). Notably,
the average negotiating time was lower when a ransom was paid, approximately
25 hours (sd = 78 hours), compared to cases where no payment was made, 72
hours (sd = 118 hours).
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In terms of the number of attacks across sectors, the Trade sector stands out
with 140 attacks (32.56%), which seems proportionate to its CBS sector size
of 29.9%, as shown in Table 5.4. Construction and ICT sectors follow with 77
and 63 attacks, respectively, which is particularly significant given their smaller
sector sizes of 8.6% and 5.2% according to CBS data [8].

When examining the characteristics of victim companies in different sectors
in Table 5.4, it is noteworthy that healthcare and leisure sectors have higher-
than-average percentage of insured companies (22.2% and 19.2%) compared to
an average of 16.5%. Victim companies in the Leisure sector have more non-
recoverable backups in place than average with 59.3%. Healthcare has higher
proportion of companies with recoverable backup measures in place 37.9%. Des-
pite their good backup practices, companies in the healthcare sector pay more
than average the ransom with 32.1%, Leisure is close with the average with
24.1%. However, their average and cumulative ransom payments are lower com-
pared to other sectors. These numbers illustrate that different sectors have their
own unique challenges when it comes to dealing with ransomware attacks.

On the higher end of the revenue spectrum, the Transport, Media, and ICT
sectors have the largest average revenues of 490.40, 424.02, and 397.08 mil-
lion euros, respectively. Transport companies are less frequently insured (7.7%)
and have fewer backup systems (64%), yet pay ransoms at a considerably higher
rate of 33.3% compared to the average of 24.3%. The ICT sector, despite an av-
erage rate of backup implementation (46.6%), have the highest average ransom
payments of 268,039 euros on average, contributing to the largest cumulative
ransom of 16.89 million euros across all sectors.

In conclusion, the ICT sector seems the most lucrative target for ransomware
groups, since they pay the largest ransom per attack on average. One explan-
ation is that ICT companies often provide critical infrastructure or services to
numerous clients. Consequently, if such companies experience downtime due to
a ransomware attack, it can have a cascading impact on a large number of cli-
ents, thus providing ransomware groups with greater leverage to demand larger
ransoms, which aligns with the trends observed in our data set.

5.4.2 Demand Curve of Ransomware
A useful concept for understanding ransom payments is a demand curve [7]. A
demand curve, for any ransom amount, depicts the proportion of victims willing
to pay that amount. Constructing a demand curve based on empirical obser-
vations is challenging [22], due to endogeneity: ransomware criminals might
adjust the ransom amount based on the victims’ response to negotiation. Con-
sequently, the observed data represents a mixture of both the victims willingness
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to pay (demand side) and the criminals willingness to negotiate up or down the
ransom amount, and make a deal (supply side).

To explore the willingness of victims to pay the ransomwe, therefore, need to
make assumptions. To motivate our assumptions consider the following stylized
thought experiment: (i) During negotiations with a victim, the criminals incre-
mentally change the ransom request until they discern maximum willingness to
pay. (ii) The criminal then decides whether to accept the highest amount the
victim will pay, or walk away because the ransom amount is too low (and may
harm reputation in future negotiations). This means that if a victim paid the
ransom then the criminals were able to fully exploit the victims willingness to
pay. In reality, this will under-estimate willingness to pay because victims may
have been willing to pay a higher ransom than the criminals requested. It also
means that if a victim did not pay then we can assume they would have paid an
amount just below the last amount requested. In reality, this will over-estimate
willingness to pay.
Assumption 1: (a) Victims who paid a ransom of x euros would have paid any

ransom less than x but not a ransom above x. (b) Victims who did not pay a ransom
request of x euros would not pay any ransom larger than x but would pay a ransom
below x.

Applying Assumption 1(a) we can derive an estimated demand curve for
those companies that paid a ransom. For instance, considering the lowest
amount paid, which is approximately 500 euros, we infer that 100% of the vic-
tims who paid were willing to pay this price. Similarly, observing that around
50% of victims paid more than 35,000 euros, we deduce that 50% of them were
willing to pay this amount. Combining these results, we obtain the blue line
in Figure 5.3. The blue line or yes curve is an estimate of the demand curve
based solely on data derived from companies that paid the ransom. This curve
is potentially biased by only including companies who paid and by potentially
under-estimating the willingness to pay of companies that paid.

Applying Assumption 1(b) we can derive an estimated demand curve for
those companies that did no pay a ransom. Now, the argument proceeds in the
opposite direction. Here, if we observe, say, 65% of companies refusing to pay
a ransom request of 100, 000 euros or below, then we infer that 35% of compan-
ies would have be willing to pay a ransom of 100, 000. This aggregation yields
the red line in Figure 5.3. This estimated demand curve is potentially biased
by only including those who did not pay and by potentially over-estimating the
willingness to pay of those who did not pay.

While the two estimated demand curves in Figure 5.3 are derived using styl-
ized assumptions they both give a similar picture of the underlying demand
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Figure 5.3: Ransom amount in euros paid by victims (blue line, yes curve) and
those who did not pay (red line, no curve). Ordering the data according to
ransom amounts under the assumption that victims who paid would pay less
and those who did not pay would not pay if the ransom is larger, results in a
demand-like curve.

curve. The yes curve gives a higher estimate of demand at low ransoms because
it is based on those who paid. The no curve gives a higher estimate of demand at
very high ransoms because it includes observations with very high ransoms that
were not paid. In both cases, though, we see an approximate log-linear relation-
ship between willingness to pay and demand with around 35% willing to pay a
ransom of 100, 000 euros.

5.4.3 Hurdle Model of Ransom Paid
The results of the hurdle model are described in Table 5.5. The dispersion para-
meter is significant, which implies the negative binomial distribution is the ap-
propriate fit.
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Table 5.5: Hurdle model. The Zero Hurdle Model at the bottom models the first
step whether victims decide to pay or not. The Count Model models the second
step how much ransom a victim pays if the victim decides to pay in the first step.
Estimate, std. error and z-value are rounded to two decimals, p-value to three
decimals. N = 382.

Second Step: Count Model Estimate Std. Error z-value p-value Sign.
Intercept 6.88 0.84 8.17 0.000 ***
Year = 2020 1.02 0.43 2.37 0.018 *
Year = 2021 1.21 0.53 2.28 0.023 *
Year = 2022 -0.05 0.59 -0.09 0.931
Insurance = Yes 1.03 0.29 3.60 0.000 ***
Log Yearly Revenue Victim 0.39 0.09 4.49 0.000 ***
Backups = Yes, not recoverable 0.12 0.36 0.33 0.741
Backups = Yes, partially recoverable 0.32 0.46 0.70 0.485
Backups = Yes, fully recoverable 0.51 0.52 1.00 0.320
Data exfiltration = Yes 1.49 0.37 4.02 0.000 ***
Data set = IR company + Police 0.71 0.54 1.30 0.193
Data set = IR company 0.36 0.52 0.69 0.491
Log(ri) -0.28 0.12 -2.31 0.021 *
First Step: Zero Hurdle Model Estimate Std. Error z-value p-value Sign.
Intercept -1.99 0.74 -2.67 0.008 **
Year = 2020 0.82 0.40 2.05 0.040 *
Year = 2021 -0.10 0.44 -0.23 0.819
Year = 2022 0.09 0.52 0.18 0.859
Insurance = Yes -0.23 0.45 -0.52 0.606
Log Yearly Revenue Victim 0.12 0.11 1.06 0.290
Backups = Yes, not recoverable 0.62 0.36 1.70 0.090
Backups = Yes, partially recoverable -0.87 0.42 -2.06 0.039 *
Backups = Yes, fully recoverable -3.31 0.61 -5.44 0.000 ***
Data exfiltration = Yes 0.26 0.42 0.61 0.544
Data set = IR company + Police 2.32 0.62 3.72 0.000 ***
Data set = IR company 3.19 0.67 4.75 0.000 ***
1 Where Sign. is *p ≤ .05, **p ≤ .01, ***p ≤ .001.

The findings of this study provide empirical support for the confirmation of
H1, indicating that distinct factors influence the decision-making process con-
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Table 5.6: Summary of Results for Different Hypotheses. The sign denotes the
type of relationship, positive +, neutral = and negative -. Confirmed hypothesis
have a X, whereas rejected hypotheses have a -.

Variable Sign Hypothesis Confirmed

H1: Two-step approach =
Different factors influence
ransom paid and
payment decision

X

H2: IR company and police + H2.1: Pay or not X
+ H2.2: Ransom amount -

H3: Insurance + H3.1: Pay or not -
+ H3.2: Ransom amount X

H4: Recoverable Backups - H4.1: Pay or not X
= H4.2: Ransom amount -

H5: Data Exfiltration + H5.1: Pay or not -
+ H5.2: Ransom amount X

H6: Yearly Revenue + H6.1: Pay or not -
+ H6.2: Ransom amount X

H7: Year encryption = H7.1: Pay or not -
+ H7.2: Ransom amount X

cerning ransom payments compared to the actual ransom amount paid. Spe-
cifically, instances involving victims who hire an Incident Response (IR) company
(β=3.19, p<0.001) or both the IR company and the police (β=2.32, p<0.001)
demonstrate higher payment rates than those solely reporting to the police,
which validates hypothesis H2.1. However, contrary to hypothesis H2.2, victims
with assistance from IR companies (β=0.36, p=0.49) and the data set involving
both the police and IR company (β=0.71, p=0.19) did not pay larger ransoms.

Regarding insurance coverage, victims with insurance do not appear to be
more inclined to pay the ransom (H3.1) (β=-0.23, p=0.61). Nonetheless, they
do pay larger ransom amounts, thus confirming hypothesis H3.2 (insurance cov-
erage β=1.03, p<0.001). Taking the exponential of β leads to 2.7, which indic-
ates that insurance leads to 2.7 times larger ransom paid.
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The presence of recoverable backups significantly diminishes the likelihood of
payment (H4.1), as follows from reduced probability of ransom payments when
victims have partially (β=-0.87, p=0.04) or fully recoverable backups (β=-3.31,
p<0.001). However, recoverable backups do not appear to influence the ransom
amount paid (H4.2).

Data exfiltration does not lead to more frequent ransom payments (H5.1)
(β=0.26, p=0.54); nonetheless, it does result in a larger ransom amount paid
(H5.2), as supported by the positive relationship between data exfiltration and
the ransom amount paid (β=1.49, p<0.001). Taking the exponential of β leads
to 4.4, which indicates that data exfiltration leads to 4.4 times larger ransom
paid.

The log yearly revenue of the victim does not appear to impact the decision
to pay the ransom (H6.1) (β=0.12, p=0.29). However, it does lead to larger
ransom payments, which confirms hypothesis H6.2 (log yearly revenue of the
victim β=0.39, p<0.001). Since both the dependent and independent variable
are logarithms, we could interpret the β as the elasticity: an 1% increase in a
victim’s yearly revenue causes a 0.12% rise in the ransom paid.

Lastly, the frequency of ransom payments did not change over the four years
(H7.1). However, the ransom paid during 2020 and 2021 exceeded that of 2019
and 2022 (H7.2). Notably, ransom payments were higher in 2020 (β=1.02,
p=0.02) and 2021 (β=1.21, p=0.02) compared to 2019. Table 5.6 provides an
overview which hypotheses are confirmed or rejected.

5.5 Discussion and Conclusion
The present study set out to examine the ransom paid during ransomware at-
tacks, analyzing 382 ransomware incidents reported to the Dutch Police and an
IR company in the Netherlands. Drawing on economic literature, we proposed
a two-step process that determines the ransom amount paid. Initially, victims
decide whether to pay, followed by the decision of how much to pay, which we
modeled using a hurdle model. Our model focused on personalized ransom pri-
cing by ransomware criminals, since is most common for businesses and organiz-
ations, compared to individuals who more often encounter uniform pricing [26].
Our estimated hurdle model revealed distinct factors influencing each decision.

Our first research question focused on the first step in the two-step process:
factors determining whether victims will pay the ransom. Our findings suggest
that the decision to pay depends on backups measures and companies who hire
an IR company. Furthermore, there was a difference in frequency of paying the
ransom in 2020 compared to the other years examined in this chapter. Insurance,
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yearly revenue and data exfiltration do not seem to influence the victims’ decision
to pay the ransom.

Our second research question focused on the factors determining how much
ransom will pay, the second step of our two-step process. Our findings suggest
that data exfiltration, insurance coverage and yearly revenue of the victim are
important factors for determining how much ransom a victim will pay if they
decide to pay. Furthermore, in 2020 and 2021 more ransom was paid than in
2019 and 2022. We did not find differences in ransom paid between victims
with different backups measures and companies in the IR company data set.

Our third research question focused on whether the decision to pay and
ransom amount paid depend on distinct factors. Based on the findings from the
previous two research questions, we can conclude different factors influence the
two steps in our model. Furthermore, the hurdle model supports the notion of
a two-step choice process proposed by [10]. Companies first assess affordability
and then evaluate the advantages and disadvantages of paying versus pursuing
alternative data retrieval methods to minimize disruption and financial losses.

The significance of backups for the decision to pay ransom aligns with the ra-
tionale that having an alternative recovery procedure is crucial in avoiding costly
downtime, in line with [16]. Additionally, our analysis showed that companies
consulting the IR company were more willing to pay, as they sought guidance
expert assistance in recovering from the ransomware attack. In case the vic-
tim considered payment, the IR company helps navigating the payment process,
understanding associated risks, and potentially negotiating a discount on the
ransom, as outlined by [38].

Previous research already addressed that insurance does not necessarily in-
crease the probability of ransom payments [5] as was confirmed by our results.
Nevertheless, having insurance does lead to larger ransom paid. Perhaps this is
due to exposed moral hazard: since someone else is paying for the victim, the
victim is willing to pay a larger amount. However, exposed moral hazard would
also imply a larger proportion of victims be willing to pay the ransom. Perhaps
ethical considerations or partial coverage by insurance might explain this differ-
ence in our results.

Likewise, the yearly revenue of a company did not influence the payment
decision, but did influence the ransom paid. This result is in line with [27, 18].
This might due to victims being more financially capable to pay larger ransom
and price discrimination strategies from the criminals [7, 18].

Contrary to prior claims [24, 21], data exfiltration did not directly lead to in-
creased probability of ransom payments. However, our study found that victims
tend to pay more when data exfiltration occurred, potentially to avoid reputation
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costs linked to data publication. The difference in findings may arise from using
a hurdle model: although the payment rates are significantly larger with data
exfiltration than without, controlling for all other variables this difference seems
to be insignificant. This finding illustrates the power a hurdle model: simultan-
eously estimating proportion paying and ransom amount paid.

Our results show that ransom payments in 2020 and 2021 are different from
other years, which is congruent with previous findings [11, 9]. Perhaps, ransom
payments in 2021 are influenced by major global events. Economically, the year
was marked by the COVID-19 pandemic and the initial stages of the Ukraine
conflict [32]. These events, coupled with evolving cyber insurance policies, such
as Lloyd’s exclusion clauses, may have impacted ransomware payment strategies.
While our analysis suggests these factors as possible influences, it is important
to note that it is impossible to be certain, given the complex interaction between
global economic, political dynamics, and cybercrime."

It is often assumed that the willingness to report ransomware attacks to the
police is typically low [27]. However, our investigation, which involved compar-
ing data from the police and an IR company, revealed a notably high reporting
rate of 62% among Dutch companies. This proportion exceeds the rates of 8-
10% reported in studies focusing on the willingness to report online fraud cases
to the Dutch Police [35]. This difference in reporting behavior could be attrib-
uted to victims being more inclined to report severe crimes to the police [33].
Even though our data set is limited to one IR company, the high reporting rate
among Dutch companies is unlikely to be affected by lower willingness to report
from victims managed by other IR companies, considering that the IR company
featured in the present study accounted for half of the victims managed by any
IR company in the Netherlands [24].

Nevertheless, it is good to mention that differences between the police and IR
company data sets might be the result of internal processing of information and
data. Typically, data from the police was unstructured and incomplete, whereas
data from the IR company was typically more structured and complete. The
differences found between the two data sets might be the result of this difference
in data collection, processing and storage.

In conclusion, this study provides valuable insights into victim’s decision-
making process of paying the ransom during ransomware attacks. We analyzed
382 ransomware attacks reported to the Dutch Police and to an IR company,
controlling for reporting bias. Our findings reveal a two-step process in ransom
payments, with distinct factors influencing the decision to pay and the amount
paid. These contributions aid in developing effective strategies to combat and
mitigate the impact of ransomware attacks.
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5.6 Limitations and Further work
Limitations of this study include:

1. Our study focused mostly on companies in the Netherlands. It might be
difficult to generalize our results to other countries. In other countries eth-
ical considerations of paying the ransom might be different than the Neth-
erlands, possibly changing the significance and/or effect size of different
factors influencing the two different steps in our study [13]. However,
due to the sensitivity of the data, it might be hard to get data from other
countries.

2. In our models we did not account for the perceived reputation of the at-
tacker, which could significantly impact victim decisions on payment and
ransom amount. Here reputation is the perceived probability of getting a
key to regain access to files after payment [4].

3. Due to the sensitive nature of the data, only one person could code the
data, see also [27]. This may introduce different types of biases, despite
efforts to mitigate these biases through anonymous group discussions.

4. The potential endogeneity of ransom price on the decision to pay was out-
side the scope of the present paper. As the ransom requested may influ-
ence victim willingness to pay, criminals could adjust the ransom amount
to maximize their profits. The potential supply-side of the demand curve
could be modeled with endogeneity models [22].

Future research can explore several interesting avenues. Firstly, a focus on
studying the endogeneity of price and willingness to pay could enhance our
understanding of the dynamic between ransom requested and ransom paid.
Secondly, accounting for the perceived trustworthiness of the attacker may in-
fluence the decision-making process, probably affecting both the likelihood of
payment and the ransom amount. Lastly, generalizing the study’s results to more
countries could offer insights into potential variations in factors influencing the
two steps, leading to more effective policy-making and a broader understanding
of ransomware attack profitability.

This study provides valuable insights for policy makers and law enforcement
in devising interventions to combat ransomware profitability. Two approaches
can be considered:
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1. Focus on the first step of the hurdle model: Encourage fewer victims to pay
by emphasizing the importance of having recoverable backups. Promoting
offline backups and conducting ransomware attack simulations can help
prevent hasty decisions to pay.

2. Address the second step of the hurdle model: If victims decide to pay, they
should pay less. Measures could include encouraging companies to take
preventive measures against data exfiltration and engaging with cyber in-
surance companies to strategize on handling ransomware payments. Tar-
geting large companies first in awareness campaigns may prove effective,
as their refusal to pay can undermine ransomware profitability compared
to smaller businesses.

In assessing the role of insurance providers in the ransomware economy, it’s
crucial to recognize that the current financial incentives might not encourage
these companies to minimize ransom payments. In many instances, paying the
ransom is the least costly option from a short-term perspective. This raises im-
portant questions about the need for regulatory intervention to correct what
could be considered a market failure.

From a policy standpoint, several options are possible. One could consider
a ban on insurance companies covering ransom payments. However, this may
have no effect if an insurance payout still gives the company sufficient finan-
cial leverage to cover to the ransom themselves. Another possibility would be
to restrict insurance payouts if a victim makes a ransom payment. However, this
might lead to more companies going bankrupt, since they might not afford the
ransom requested and also could not recover without the decryption key. There-
fore it is important to consider the social welfare consequences of such a policy
intervention.

Moreover, insurance companies could contribute to the fight against ransom-
ware by increasing transparency and sharing valuable data with law enforce-
ment. By doing so, we can collectively develop a richer understanding of
the ransomware ecosystem, leading to better-informed strategies for combating
these threats.

In conclusion, our recommendation is to consider more nuanced changes to
insurance policies. These could offer a more effective approach for reducing the
societal cost of ransomware attacks than more heavy-handed interventions like
outright bans or additional taxes on ransom payments.
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5.7 Ethics
We follow the principles from Menlo Report [2] to justify the ethical considera-
tions made in this chapter:

Respect for Persons: Privacy and confidentiality of participants were priorit-
ized. Individual cases were not considered, and data were aggregated at
the sector levels to ensure the privacy of victims.

Beneficence: To maximize benefits and minimize harm, access to police invest-
igation information was restricted to one member of the project with secur-
ity clearance, while other team members received aggregated results. This
approach, despite challenges to transparency, was deemed necessary for
the large-scale empirical ransomware study. Additionally, understanding
victims’ decision-making about ransom payments may inform future crim-
inals. Our research adheres to the principle of full-disclosure. Considering
the entire study, we estimate that our model better informs victims and
policy makers how to take preventive measures to prevent further harm
than it educates criminals.

Justice: Equal opportunity was ensured for all ransomware attacks in the study,
as selection was based solely on the keyword "ransomware" in police sys-
tems and attacks disclosed by the IR company. No additional emphasis was
given to attacks with media attention or those involving the IR company.

Respect for Law and Public Interest: Specific information about certain
groups, strains, or Dutch Police operations was excluded from the paper.
Additionally, the IR company was involved in reviewing the paper to
exclude potentially malicious information. The goal of the study is to
inform potential victims and policy makers to take effective preventive
measures.
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Chapter 6

Ransomware on NAS Devices

The present study examines the impact of ransomware against Network Attached
Storage (NAS) devices. NAS devices are external hard drives which are usually easily
accessible through the internet. We analyse 502 ransomware attacks reported to the
Dutch Police between 2019 and 2022, of which 104 (20.7%) targeted NAS devices.
These attacks targeted both companies as individuals. Furthermore, we examine
the police intervention against a NAS ransomware strain in October 2022. One
limitation of this sample is possible low willingness to report to the Police. The aim
of the present study is to compare ransomware attacks targeting NAS devices versus
ransomware targeting other type of IT infrastructure.

166



6.1. INTRODUCTION 167

6.1 Introduction
In recent years, the number of ransomware attacks has increased [35]. Many
companies report significant damage [14, 40]. Besides companies, there have
also been reports of ransomware attacks causing considerable damage to indi-
viduals. Often, these attacks are targeted at a specific device: the Network At-
tached Storage (NAS). The NAS is a device where multiple external hard drives
can be placed, which are then accessible via the open internet. This allows you
to easily access your files at home or on the go. NAS devices are an interesting
alternative to cloud providers. In addition to storage and easy access, NAS is
also used for making backups. The most well-known brands for NAS devices are
QNAP, Netgear, Western Digital, Synology, and Asustor (see Figure 6.1).

Since NAS devices are accessible via the internet, already they are also vul-
nerable to various types of malware, such as ransomware. In previous years, the
number of reports to the police of NAS related ransomware has increased from 6
in 2019 to 33 in the first seven months of 2022 [42]. Although these figures may
present a skewed view due to potentially low reporting rates, other ransomware
studies also detect an increase in the number of attacks with ransomware target-
ing NAS devices, or NAS ransomware for short [22, 19, 54, 58]. NAS ransom-
ware attackers seem to request a relatively small amount of ransom around €500
[21, 11]. Since victims of NAS ransomware generally do not suffer material
damage, such attacks might have not been prioritized for investigation by police
agencies.

NAS ransomware represents a specific type of Internet of Things (IoT) at-
tack [51]. The term IoT broadly refers to relatively small devices connected
to the internet. Several studies have investigated IoT attacks, primarily focus-

Figure 6.1: Different brands of NAS devices: Netgear, Synology, Asustor, and
Western Digital [27]
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ing on persistent malware on IoT devices, such as botnets and cryptojackers [3,
50]. Persistent malware is designed to remain undetected on a computer or IoT
device for extended periods of time, operating in the background without the
user’s knowledge. Such malware often establishes a botnet, a network of infec-
ted devices that can be controlled by the attacker. A cryptojacker, for instance,
is a type of malware that covertly uses the IoT device’s resources to mine crypto-
currency [48].

[3] investigated the IoT malware lifecycle, as it can be installed on NAS
devices. The authors found that many IoT devices do not have a graphical user
interface, making it difficult for users to set a password. Moreover, many net-
work devices were found to be vulnerable to command injection, where arbitrary
codes can be executed on the device. In addition, many devices had default pass-
words, which attackers could exploit using a brute-force attack. A brute-force
attack involves using computing power to try as many passwords as possible to
gain access to an account. Since NAS is connected to the open internet, this type
of attack has a relatively large likelihood of success.

Previous insights into NAS ransomware attacks are based on research from
cybersecurity companies [11, 10, 1]. To our knowledge, there has been no sys-
tematic scientific empirical research on NAS ransomware. Therefore, this study
will focus on the following main research question:

Main Research Question: How do NAS ransomware attacks differ from regular
ransomware attacks?

To answer the main research question, we consider Routine Activity Theory
(RAT) [18]. RAT suggests that crime occurs when three elements converge in
time and place: amotivated attacker, a suitable target, and the absence of guardi-
anship. Although RAT was originally developed for offline crime, its applicability
to cybercrime in a virtual environment has been debated [34, 60]. Nevertheless,
we justify using RAT in the present study by using it as a framework to compare
regular and NAS ransomware:

1. Motivated Attacker. For the element of motivated attacker, we pose sub-
question 1: What is the difference in the modus operandi of the attacker
between NAS ransomware and regular ransomware?

2. Suitable Target. For the element of suitable target, we pose sub-question 2:
What is the difference in victim characteristics between NAS ransomware
and regular ransomware?
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3. Place and Time. The element of place in the NAS ransomware context is rep-
resented by the NAS device, as this is where the ransomware attack occurs.
Based on the element of time, we pose the following sub-question 3: How
does the development over time differ between NAS ransomware and reg-
ular ransomware?

4. Guardianship. For the element of guardianship, we examine a Dutch police
intervention against a NAS ransomware variant named DeadBolt. Compar-
ing results with police interventions against regular ransomware as studied
in [38] will give us insights into potential differences of police interventions
between NAS and regular ransomware. Sub-question 4: What is the effect
of the DeadBolt operation on the number of NAS ransomware attacks?

We analyse data from two sources: the Dutch police and the Shodan inter-
net scanner platform. The police data covers the period from January 1, 2019,
to January 1, 2023, including 104 ransomware incidents (20.7%) targeted NAS
devices, while 398 (79.3%) targeted other IT infrastructure, categorized as ’reg-
ular ransomware’ in the present study. Additionally, we use a dataset from the
internet scanner platform Shodan covering the period from December 2021 to
January 2024, containingmonthly data on the number of DeadBolt ransom notes
[10]. The Shodan dataset allows us to analyse the effect of the Dutch police in-
tervention against Deadbolt ransomware [11].

With the present study we hope to highlight the growing issue of ransomware
targeting NAS devices, primary for two reasons: First, from a scientific perspect-
ive, comparing different types of ransomware attacks provides valuable insights
into the operational methods of cyber attackers [30]. Second, understanding
these attack methods is essential for developing targeted prevention strategies
[38].

The outline of this paper is as follows: Section 2 reviews previous research.
Section 3 details the data and methods used. Section 4 presents the results.
Section 5 discusses the strengths and weaknesses of the research and offers sug-
gestions for future studies. Section 6 draws conclusions regarding the extent
to which the results support our hypotheses. Finally, Section 7 reflects on the
insights gained from this study, as encouraged by RAT, to provide recommend-
ations for various stakeholders involved in NAS ransomware: users, NAS device
vendors, and local government agencies.
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6.2 Previous Research
6.2.1 Modus operandi of regular and NAS ransomware
To investigate how regular and NAS ransomware differ, we first examine the
modus operandi of the attacks using a crime script analysis [15, 25]. A crime
script breaks down an attack into consecutive stages, with each stage repres-
enting a necessary step for executing the attack [15]. For ransomware attacks,
several crime scripts have been created [31, 39, 36]. Keshavarzi and Ghaffary
(2020) divide the ransomware attack into six steps:

1. Infection: This is the initial step where the victim’s system is infected using
methods such as spam emails, exploit kits, removable media, malvertising,
and others.

2. Installation: The ransomware is installed by evading processes, modifying
the registry, manipulating memory, or using a malicious installer.

3. Communication: The ransomware communicates with the attacker via
hardcoded IP addresses or Domain Generation Algorithms (DGA) to ex-
change keys or send exfiltrated data.

4. Execution: The ransomware lists directories, encrypts or locks files, steals
credentials, and modifies the Master Boot Record (MBR), rendering files
inaccessible.

5. Extortion: The attacker demands a ransom, typically in exchange for de-
crypting the files, often utilizing anonymous networks to ensure untrace-
able payments.

6. Emancipation: Depending on the attacker’s decision, they either decrypt
the files after payment, unlock the system, or leave the files encrypted with
no further action.

A disadvantage of this type of crime script is that it primarily focuses on
encrypting a single computer, rather than considering the entire ICT network,
whether segmented or not. Two steps can be added to this script. First, when en-
crypting an ICT network, lateral movement becomes important, as the malware
must now gain access to the entire network of computers [1]. Lateral movement
refers to the step-by-step process of gaining access to multiple computers across
the network in order to achieve full control.
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A second extension to this model is data exfiltration. Attackers sometimes
download sensitive data from victims to their own servers [39]. This data often
includes sensitive documents, such as passports, pay slips, and other business-
critical information. If the victim refuses to pay, attackers may threaten to release
the data publicly on a so-called leak site. Since 2019, this tactic has frequently
been used in ransomware attacks [35, 37]. This extortion scheme is commonly
referred to as double-extortion ransomware [43].

Compared to regular ransomware, a NAS ransomware attack typically con-
sists of the following steps [5, 19, 10]:

1. The reconnaissance phase: The aim here is to identify potential vic-
tims. A common method involves using internet scanners like Shodan or
Censys, which display NAS devices connected to the internet (see Figure
6.2). Shodan allows searches by IP address or for specific devices, such as
NAS systems. This is often the first step in executing a NAS ransomware
attack.

2. Gaining access to the device and uploading the malware: Once access
is obtained, the malware can automatically encrypt the NAS drive.

3. Waiting for the victim to pay: After the encryption, the attacker demands
a ransom from the victim.

4. Money laundering: The final step involves laundering the ransom money
to make it untraceable.

Comparing the crime scripts, we could infer that the primary distinction
between NAS ransomware and regular ransomware might be the degree of auto-
mation. NAS ransomware largely operates automatically, whereas a regular
ransomware attack requires a more hands-on approach. In traditional attacks,
the attacker invests time in lateral movement—gaining access to the entire net-
work, including all connected computers and, if possible, any backups. Addition-
ally, it appears that data exfiltration does not typically occur in NAS ransomware
attacks [19]. Lastly, NAS ransomware generally does not involve negotiation
processes.

Three well-known NAS ransomware variants are Ech0raix, Qlocker, and
DeadBolt. In the present, we refer to a ransomware strain by using the file ex-
tension after encryption with ransomware.

Ech0raix has been active since June 2019 and is a form of ransomware-as-a-
service (RAAS). This means that the ransomware can be purchased for a percent-
age of the ransom. Old Ech0raix attacks consisted mainly of brute-force attacks
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Figure 6.2: Screenshot of the search engine Shodan [53]

[19], where passwords are discovered through trial-and-error. The first versions
of Ech0raix ransomware checked if the NAS is in a CIS country, a former Soviet
country [54]. In these versions, the program does not encrypt data [4].

There appear to be different campaigns of Ech0raix ransomware attacks,
where a campaign is defined as a sudden increase in attacks over a short period
of time, often exploiting a specific vulnerability. One such alleged campaign oc-
curred in February 2021, targeting vulnerabilities in NAS devices from the brand
QNAP (CVE-2020-2501) [19]. This vulnerability involves a buffer overflow that
does not require login credentials to access the device. A buffer overflow is a
flaw that can be exploited to gain unauthorized access to a computer’s memory.
Another potential campaign in May 2021 exploited a three vulnerabilities to gain
access to NAS devices [58].

Qlocker has been active since April 2021 and targets only QNAP NAS sys-
tems. According to Schouw [52], Qlocker has earned approximately €350,000.
The attackers asked their victims for about 0.02-0.03 Bitcoin, which is approx-
imately €600 to €1000 [52]. In December 2021, a series of attacks with Qlocker
ransomware occurred, where the attackers accessed the NAS device using CVE-
2021-28799, enabling them to access the credentials of the NAS device.

DeadBolt, active since December 2021, primarily targets QNAP NAS systems
by exploiting a zero-day vulnerability [33]. Unlike other ransomware strains,
DeadBolt employs a “spray and pray" approach, targeting small businesses and
individuals rather than large organizations [33, 11]. Initially, the group deman-
ded 0.03 Bitcoin (approximately €1000), later increasing the demand to 0.05
Bitcoin due to fluctuations in the BTC-USD exchange rate [5]. Despite warn-
ings from QNAP, the Dutch police estimated that by October 2022, there were
around 15,000 DeadBolt victims globally, including 1,100 in the Netherlands
[45]. In the first half of 2022, DeadBolt earned approximately $187,000 [10],
and by October 2022, Gomez et al. [21] identified 2,503 payments to DeadBolt,
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amounting to an estimated $2.47 million in profits. The Dutch police intervened
in October 2022, the impact of which will be further evaluated in the present
study.

6.2.2 Theoretical Framework
To explain the behavior of attackers and victims, criminological theories are im-
portant, also for online crime [23, 24, 59]. The main theories for this research
are Routine Activity Theory (RAT) and the Rational Choice Theory (RCT). Both
theories help us form expectations about how attackers behave and how their
targets differ. These expectations are directly linked to our hypotheses in the
next section.

Routine Activity Theory (RAT), developed by Cohen and Felson [12, 18],
provides insight into the causes of crime: to commit a crime, a motivated at-
tacker must come together in time and space with an attractive target. In the
absence of effective controls, the motivated attacker will target a suitable target
[12]. Potential targets can be persons or objects that attackers perceive as vul-
nerable or particularly attractive. RAT emphasizes the importance of exposure
to and vulnerability of targets and victims to potential attackers and reduced su-
pervision to explain crime [2, 24, 44, 49]. From this perspective, it makes sense
that potential victims who are highly visible online, such as financial institutions,
have substantial financial resources, and may lack robust security measures, like
hospitals, are particularly attractive to motivated attackers. As a result, they have
a higher likelihood of becoming victims of attacks, such as ransomware [28, 34,
49].

As described above, we must be cautious with applying RAT to cybercrime
[34, 60]. According to Yar [60], the basic elements of RAT remain the same
in cybercrime, but these elements may be interrelated differently because the
crime environment is virtual, and especially the elements ’absence of supervi-
sion,’ ’place,’ and ’space’ might be fundamentally different than in the offline
world. However, since this is an exploratory study and the elements of RAT are
well defined in the context of NAS ransomware, we use these elements of RAT
in the present study.

In the context of NAS ransomware, RAT suggests that NAS devices are "suit-
able targets" because they often have numerous vulnerabilities, making them
easier to exploit. Additionally, many NAS devices are exposed to the internet
without sufficient security measures, representing the "absence of capable guard-
ianship" [34, 12]. Vendors may prioritize selling new products over securing ex-
isting ones, leaving these devices more vulnerable. This leads us to expect that
NAS ransomware primarily exploits targets that are less protected and easier to
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access compared to the larger, better-secured organizations often targeted by
regular ransomware.

Rational Choice Theory (RCT) focuses on the decision-making process of at-
tackers. According to Cornish and Clarke [16, 38], attackers weigh the costs
and benefits of committing a crime and make rational choices to optimize their
gain. Attackers adjust their strategies based on the potential rewards, the risks
involved, and their ability to execute the crime. RCT allows us to explore the
reasoning behind why different types of ransomware attackers target different
victims.

In the context of NAS ransomware, RCT indicates that attackers target less
protected and easier-to exploit devices, such as those owned by individuals or
small businesses with weak security. While these targets may pay less [37], the
lower effort required and potential for automation make high-volume attacks
profitable[16]. In contrast, regular ransomware typically targets businesses with
stronger security measures and demands higher ransoms. This aligns with the
high-risk, high-reward model predicted by RCT, where attackers are willing to
accept greater risks for the chance of significant financial gain.

6.2.3 Hypotheses
As outlined in the previous section, RAT and RCT suggest that the attack
strategies for regular and NAS ransomware may differ, potentially leading to
the use of different types of ransomware variants in NAS ransomware attacks
compared to regular ransomware attacks. Accordingly, in the previous section
we highlighted ransomware variants such as Ech0raix, QLocker, and DeadBolt,
which are generally associated with NAS ransomware [5, 10, 19, 58]. In con-
trast, variants like Conti, Lockbit, and Revil are more commonly linked to regular
ransomware [39, 37]. These findings suggest different ransomware variants as-
sociated with NAS ransomware versus regular ransomware. This leads us to the
following hypothesis:

Hypothesis 1: Different ransomware variants are likely to be involved in
NAS ransomware attacks than those that are involved in regular ransom-
ware attacks.

RCT suggests that NAS ransomware attackers may adopt a volume-based
strategy, targeting a large number of less-protected devices with relatively low
ransom demands. This strategy maximizes overall profit through high attack
volume rather than relying on large payouts from individual victims. Since indi-
viduals and small businesses typically have weaker security measures and more
limited financial resources, NAS ransomware attackers view them as easy, low-
risk targets. There is empirical evidence supporting the hypothesis that NAS
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ransomware attacks demand smaller ransoms compared to regular ransomware
attacks. Sowells [54] reports that Ech0raix demands between 0.05 and 0.06
bitcoins (approximately €500 to €600) for decryption. In contrast, Meurs [39]
found that (regular) ransomware attacks on businesses in the Netherlands de-
manded an average ransom of €720,256 (sd = €2,632,673). There are several
possible explanations for this. First, individuals generally have less money than
businesses, so attackers may adjust their ransom demands based on the financial
capacity of their victims. Second, individuals may be less willing to pay ransoms
than businesses [37]. This leads us to the following hypothesis:

Hypothesis 2: The ransom requested in a NAS ransomware attack is
lower than the ransom requested in a regular ransomware attack.

From a RAT perspective, NAS ransomware victims are more likely to be indi-
viduals or small businesses, as they generally have weaker security systems com-
pared to larger organizations. Consequently, we hypothesize that NAS ransom-
ware disproportionately affects individuals, whereas regular ransomware is more
likely to target businesses that offer more substantial financial returns but are
more challenging to breach. Accordingly, Rodríguez et al. [51] studied users
of IoT devices. The authors used a random sample based on 128 users of IoT
devices known to an internet provider. 91.2% of the NAS users were individu-
als and did not use the NAS device for business. This leads us to the following
hypothesis:

Hypothesis 3: Individuals are more frequently victims of NAS ransom-
ware than regular ransomware attacks.

NAS ransomware attacks are often associated to the disclosure of new vulner-
abilities. Publicly revealed vulnerabilities provide attackers with opportunities to
exploit devices that have not been updated or patched. This expectation aligns
with RAT’s focus on the convergence of a suitable target and amotivated offender
in the absence of effective protection.

The previous section noted that the three largest NAS ransomware vari-
ants—Ech0raix, Qlocker, and DeadBolt—became active in June 2019, April
2021, and December 2021, respectively, often coinciding with the disclosure of
vulnerabilities [5, 10, 22, 58]. This leads us to the following hypothesis:

Hypothesis 4: There is a relationship between the disclosure of new vul-
nerabilities in NAS devices and the timing and number of NAS ransomware
attacks.

RCT further suggests that the vulnerabilities exploited by NAS ransomware
attackers may be more predictable and standardized, as attackers tend to rely
on automated methods to exploit numerous devices simultaneously. This ap-
proach contrasts with regular ransomware, which often involves more tailored,
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targeted approaches to infiltrating businesses with stronger security measures
and custom IT infrastructures. Accordingly, empirical studies demonstrate that
regular ransomware attacks do not always start by exploiting vulnerabilities [13,
39]. In contrast, NAS ransomware appears to be closely tied to newly discovered
and publicly disclosed vulnerabilities. This suggests that both types of ransom-
ware have different entry points. Consequently, we expect that the trends in NAS
ransomware over time will not correlate with those of regular ransomware.

Hypothesis 5: There is no temporal relationship between the number of
reports of NAS ransomware and reports of regular ransomware.

RAT also suggests that when effective guardianship is in place, the frequency
of attacks declines. For example, when organizations implement robust secur-
ity measures, they reduce the opportunities for successful ransomware attacks.
In the present study, we examine whether police interventions can act as cap-
able guardians by reducing the number of NAS ransomware incidents. Limited
research on police interventions in the online environment supports the poten-
tial effectiveness of such actions with minimal crime displacement [38, 55]. For
instance, [55] examined the takedown of the Hansa market and its impact on
vendor migration to other darknet markets. Their study of 220 vendors using
PGP (Pretty Good Privacy) keys revealed that only a small number migrated with
the same keys, indicating limited displacement. This leads us to the following
hypothesis:

Hypothesis 6: A police intervention leads to a decrease in ransomware
operations, even if there are no arrests.

In summary, these theories suggest key differences in how RAT elements
apply to NAS and regular ransomware, which we explore through the six hy-
potheses. NAS ransomware attackers appear to focus on volume-based attacks
with lower ransoms, while regular ransomware attackers target larger, more se-
cure organizations with higher financial stakes. Furthermore, the timing of NAS
ransomware attacks is likely tied to the disclosure of vulnerabilities, whereas
regular ransomware may not be as strongly influenced by such disclosures and
could be driven by other factors.

6.3 Data and Methods
6.3.1 Sample
We use two datasets: one from the Dutch police and another from the Shodan
internet scanning platform. The police dataset was created by querying police
systems with the keyword ’ransomware’ and manually filtering the results to
focus only on crypto ransomware incidents, excluding other types such as locker
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ransomware, which are beyond the scope of this study. This dataset includes
information on ransomware attacks targeting both organizations (80.3%) and
individuals (19.7%), providing a unique opportunity to compare these two types
of attacks.

Two aspects must be considered when using police data: the willingness to
report a crime to the police and the use of police data for scientific research. Re-
porting cybercrime is relatively uncommon, with studies showing that victims of
online fraud report only 8 to 10% of cases [56]. For regular ransomware, report-
ing rates are around 40% for medium-sized companies and 60% for large-sized
companies in the Netherlands between 2019 and 2022 [41]. [41] also conclude
that individuals and small companies may be less likely to report ransomware
thanmedium and large companies. This should be considered when interpreting
the results.

Furthermore, this study uses police data for scientific purposes. The legal
basis for the use of police data for scientific research is Article 22 of the Police
Data Act (WPG). It states that the Board of Procurators General grants permis-
sion for the use of police data for scientific research provided that the data is
published in a completely anonymized form. This requirement is met in this
chapter.

Between January 1, 2019, and January 1, 2023, 525 reports and/or com-
plaints of ransomware attacks were made to the Dutch police. We excluded 23
reports of unsuccessful ransomware attacks. There remained 502 complaints of
successful ransomware attacks. Of these, 104 (20.7%) were targeted at NAS
devices and 398 (79.3%) were targeted at other IT infrastructure, defined in the
present study as ’regular ransomware’.

To estimate the impact of the Dutch police intervention against DeadBolt [11,
45], a second dataset from the Shodan internet scanner platform was analysed
[9]. This dataset was enabled by a specific technical characteristic of DeadBolt
ransomware, which was previously analysed by [21].

DeadBolt exploits network-facing vulnerabilities in NAS devices, hijacking
their login pages to display a ransom note titled "WARNING: Your files have been
locked by DeadBolt." Infection required the NAS to be connected to the internet,
making ransom notes potentially visible to the internet scanners. This allowed
a relative objective measurement of the amount of unique Deadbolt victims over
time. However, not all victims may have been observed, as some infected NAS
devicesmight have been disconnected or cleaned before scanning. Data on Dead-
Bolt infections was collected from the Shodan internet scanner by querying for
"* DeadBolt", where ’*’ represents a wildcard [9].



178 RANSOMWARE ON NAS DEVICES

Historical Shodan data fromDecember 1, 2021, to January 31, 2024, was col-
lected, showing the monthly number of DeadBolt victims per country. The peak
was observed in August 2022, with 11,965 ransom notes identified on unique IP
addresses.

6.3.2 Variables
In the police dataset, each complaint involved a number of variables that were
manually coded. These variables are grouped according to the sub-questions into
victim characteristics, modus operandi of the attack, and information about the
complaint, such as the time of encryption and reporting.

1. Victim Characteristics

a. Sector: For victims the sector of the company or, for individuals, their
classification as ’Individual’. The sectors are defined by the Cham-
ber of Commerce and include: Construction, Healthcare, Trade, ICT,
MAS (Environmental and Agricultural Sector), Media, Recreation,
and Transport.

b. Type of Enterprise: Categories include Multinational (operating in
multiple countries), BV (private limited companies), SMB (small and
medium-sized enterprises with 1-5 employees), Foundation, Self-
employed, or Individual. No Public Limited Companies were involved
in this dataset. Missing enterprise types were looked up on Zoominfo.

c. Backup: Victim’s backup status, categorized as: no backup, backup
but unable to restore files, partial restoration, or full restoration.

d. Paid: Did the victim pay the ransom, and if so, how much?

e. Financial Damage: Financial damage suffered by the victim. Com-
panies often reported an amount, while individuals mentioned imma-
terial damage. This is coded as either immaterial damage or a specific
monetary amount, if provided.

2. Modus Operandi

f. Ransomware Variant: Is there a name on the ransom note or an
extension of the files?

g. Ransom: Howmuch ransom did the attacker ask the victim to decrypt
the files?
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h. Personal Ransom Note: How often is the bitcoin address on the
ransom note? If there is no bitcoin address, the victim must con-
tact the attacker via email or TOR chat. With regular ransomware, a
ransom amount is requested depending on victim characteristics [39].
Sometimes victims are willing to pay if the ransom amount is reduced.
Since the amounts for victims of NAS ransomware are likely relatively
low, this will probably reduce profits for the perpetrators behind NAS
ransomware than for regular ransomware.

i. Date of Attack: When was the device (or devices) encrypted? Recor-
ded in date and time.

3. Metadata

j. Complaint: This refers to the status of the incident report made by
the victim to the police. It can either be a simple report, where the vic-
tim informs the authorities about the ransomware attack, or a formal
complaint, which may lead to further legal action. Additionally, this
includes whether the complaint has initiated an official investigation
by law enforcement.

k. Time Complaint: When did the report/complaint take place? Recor-
ded in date and time.

For the Shodan dataset, only the monthly count of ransom notes associated
with unique IP addresses per country was recorded.

6.3.3 Analysis
We use various statistical tests to compare the characteristics of regular and
NAS ransomware. For categorical variables, the chi-squared test (χ2) is used,
a standard method for evaluating the independence of categorical variables, as
discussed by Plackett [46]. For numerical variables, comparisons are made us-
ing the t-test, which assesses whether the means of two samples differ. A key
assumption of the t-test is that the samples are approximately normally distrib-
uted. Given the skewed distribution of variables such as the amount paid and
the damage in euros, a log10 transformation is applied [42, 37]. The Shapiro-
Wilk test for normality is then used to determine whether this transformation
achieves an approximate normal distribution. If normality is not met, the non-
parametric Mann-Whitney U-test is applied as an alternative to the t-test, fol-
lowing Zimmerman [61]. Additionally, temporal correlations between events,
including NAS ransomware attacks, are examined. The relationship between
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the timing of NAS ransomware encryption and traditional ransomware is tested
using the Pearson product-moment correlation, an extension of Pearson correla-
tion for interval data, as described by Puth, Neuhäuser, and Ruxton [47]. Lastly,
to evaluate whether there was a decline in the number of DeadBolt ransom notes
before and after the police intervention, a two-sample t-test is conducted [17].

6.4 Results
Table 6.1 presents the various descriptive results of this study. Sector, type of
enterprise, backup, paid, and financial damage differ between NAS ransomware
and regular ransomware. Additionally, the ransomware variant, ransom, and
personal ransom note also differ from each other. Figure 6.3 shows the frequen-
cies of ransomware attacks for regular and NAS ransomware. At first, there
seems to be no correlation between the time of encryption in regular ransom-
ware and NAS ransomware. NAS ransomware does appear to be associated with
the four events from section 2, combined with the police intervention, which we
refer to here as L1 through L5:
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Figure 6.3: Frequency of ransomware attacks reported to the Dutch police
between January 1, 2019, and January 1, 2023
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Table 6.1: Comparison of Variables in NAS Ransomware and Regular Ransom-
ware

Variables Test, p-value Category/Unit NAS Ransom-
ware

Regular
Ransomware

1a. Sector χ2(10) =
157.97∗∗∗

Construction 8 (8%) 48 (13%)

Healthcare 2 (2%) 20 (6%)
Trade 11 (11%) 105 (29%)
ICT 4 (4%) 57 (16%)
Agriculture 1 (1%) 11 (3%)
Media 7 (7%) 13 (4%)
Individuals 66 (66%) 33 (9%)
Education 0 (0%) 14 (4%)
Government 0 (0%) 10 (3%)
Leisure 1 (1%) 20 (6%)
Transport 1 (1%) 28 (8%)

1b. Business Type χ2(6) = 132.03∗∗∗ BV (private limited companies) 12 (13%) 158 (42%)
SMB 8 (8%) 75 (20%)
Individuals 66 (69%) 33 (9%)
Foundation 2 (2%) 8 (2%)
Self-employed 8 (8%) 22 (6%)
Multinational 0 (0%) 55 (15%)
Public organization 0 (0%) 23 (6%)

1c. Backups χ2(3) = 32.71∗∗∗ No backups 67 (70%) 127 (38%)
Backups + no recovery 10 (10%) 65 (19%)
Backups + partial recovery 9 (9%) 62 (18%)
Backups + full recovery 10 (10%) 83 (25%)

1d. Paid χ2(1) = 14.17∗∗∗ Paid 6 (6%) 80 (24%)
Average paid euro (mean, sd) €865 (sd=€420) €207,709

(sd=€599,941)
Average paid euro log10 (mean, sd) 2.89 (sd=0.22) 4.17 (sd=1.35)

1e. Financial loss t(392) = −7.53∗∗∗ Loss not quantified 95 (91%) 233 (58%)
Financial loss euro (mean, sd) €4,257

(sd=€5,875)
€601,637
(sd=€3,181,015)

Financial loss euro log10 (mean,
sd)

3.27 (sd=0.61) 4.59 (sd=1.06)

2f. Ransomware
strain

χ2(8) = 190.28∗∗∗ Top 5 Ech0raix (37%),
DeadBolt (30%),
Unknown (20%),
Qlocker (5%),
0XXX (2%)

Unknown
(32%), Phobos
(9%), Revil
(9%), Conti
(5%), Lockbit
(5%)

2g. Ransom reques-
ted

W = 1326.5∗∗∗ Ransom requested euro (mean, sd) €1,404
(sd=€4,460)

€727,544
(sd=€2,623,434)

Ransom requested euro log10
(mean, sd)

2.92 (sd=0.27) 4.41 (sd=1.20)

2h. Personal ransom
note

χ2(1) = 7.81∗∗∗ No payment details on ransom note 0 (0%) 161 (45%)

* p < 0.05; ** p < 0.01; *** p < 0.001
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• L1 (June 2019): The first wave, marked by the activation of the ransom-
ware variant Ech0raix. Ech0raix exploited brute force methods to gain
access to NAS devices by cracking login credentials.

• L2 (February 2021): The second wave began with the publication of the
QNAP vulnerability CVE-2020-2501. This vulnerability allowed attackers
to access devices without requiring login credentials.

• L3 (April 2021): The third wave saw the emergence of the ransomware
variant QLocker, which exploited CVE-2021-28799 to access NAS device
credentials.

• L4 (December 2021): The fourth wave was marked by the activation of the
ransomware variant DeadBolt, which claimed to have discovered a zero-
day vulnerability in QNAP NAS devices.

• L5 (October 2022): The Dutch police intervened against the ransomware
variant DeadBolt.

During coding, it was noted that many victims of NAS ransomware stated that
after the attack, they had searched the internet and found that a vulnerability
had just been published for their specific type of NAS. Finally, the number of
reports and complaints does not differ between NAS ransomware and regular
ransomware (χ2(3) = 5.05, p = 0.17). Based on these results, we can make a
statement about the outcome of the hypotheses. See Table 6.1 for an overview
of the analysis.

Hypothesis 1: Different ransomware variants are involved in NAS than
in regular ransomware. Based on ‘2f. Ransomware strain’ in Table 1, we can
say that the ransomware variants between regular and NAS ransomware differ.
A significant portion of NAS attacks are carried out with Ech0raix, at 37%, while
in regular ransomware there is more distribution across variants, with Unknown
contributing the most at 32%. The findings support Hypothesis 1.

Hypothesis 2: The ransom requested in NAS ransomware attacks is
lower than in regular ransomware attacks. As shown in Table 1, ’2g. Ransom
requested’, the average ransom for regular ransomware attacks is €727,544,
compared to just €1,404 for NAS ransomware. This means the ransom in regular
attacks is, on average, 518 times higher. The findings support Hypothesis 2.

Hypothesis 3: More individuals are victims of NAS ransomware than
of regular ransomware. As expected, ‘1a. Sector’ (see Table 1) shows that
66% of NAS attacks target individuals, while only 9% of regular attacks affect
individuals. The findings support Hypothesis 3.
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Hypothesis 4: There is a correlation between the number of NAS ransom-
ware attacks and the publication of vulnerabilities related to NAS devices.

Hypothesis 5: There is no temporal correlation between the number of
NAS ransomware complaints and regular ransomware complaints.

Since both hypotheses rely on the same data, they are discussed together.
To examine the temporal developments, Pearson product-moment correlations
were calculated. Before applying the Pearson correlation, the time series were
tested for stationarity, as only stationary data can be compared directly [57].
If the series were not stationary, differencing would be required. Both the Aug-
mented Dickey-Fuller (ADF) and KPSS tests were used to assess stationarity. The
KPSS test results indicated that both time series are stationary (NAS ransomware
KPSS = 0.54, regular ransomware KPSS = 0.39), as the test statistics were be-
low the critical value for stationarity. Similarly, the ADF test results supported
stationarity for the NAS ransomware series with a Dickey-Fuller Statistic of -2.95
and a p-value of 0.06, while the regular ransomware series had a Dickey-Fuller
Statistic of -2.55 with a p-value of 0.36.

• A correlation of ρ = 0.42 (t(26) = 2.34, p = 0.03) was found between
events L1-L5 and NAS ransomware. The 95% confidence interval for this
correlation is ρ = 0.05− 0.68.

• No correlation was found between events L1-L5 and regular ransomware:
t(43) = 0.03, p = 0.97.

• Additionally, there was no temporal correlation between regular and NAS
ransomware: t(47) = −0.17, p = 0.87.

In summary, the data support Hypothesis 4, indicating a temporal correla-
tion between events L1-L5 and NAS ransomware. However, consistent with Hy-
pothesis 5, no correlation was found between events L1-L5 and regular ransom-
ware, nor between regular and NAS ransomware. In Figure 6.3, the frequency
of ransomware attacks reported to the Dutch police from January 1, 2019, to
January 1, 2023, is presented. This concerns the date of file encryption, not the
moment when the victim files a report. The lines L1-L5 represent specific events
that seem to influence the number of encrypted NAS devices (see section 2).

DeadBolt Police Intervention
As previously described, DeadBolt is a ransomware variant commonly associ-
ated with NAS ransomware attacks. One of its key characteristics is the lack
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of communication or negotiation with victims. Rather than setting up negoti-
ation websites, DeadBolt directs victims to pay a specified Bitcoin amount to a
provided address. Upon payment, the decryption key is automatically sent via
the blockchain, embedded in a low-value Bitcoin transaction in the OP_RETURN
field of the ransom address [11]. However, this unique method became a vul-
nerability that the Dutch National Police exploited to recover data for hundreds
of victims without payment [45, 21, 11]. Cyber investigators from the Dutch
police noticed that DeadBolt provided decryption keys before the victims’ pay-
ments were confirmed on the blockchain, during the time when transactions are
visible in Bitcoin’s mempool but not yet finalized [11].

The police devised a plan using the replace-by-fee (RBF) technique to exploit
this mechanism, sending and retracting payments to recover decryption keys
without completing the ransom transactions. In collaboration with Europol, the
operation involved identifying as many DeadBolt victims as possible and using
a script to automate the send-and-retract process. This intervention, carried out
in October 2022, successfully retrieved decryption keys for nearly 90% of the
reported victims to Europol between January 2022 and October 2022 — 155
keys in total — disrupting DeadBolt’s operations and forcing them to adopt a
more manual, and therefore costlier, process for key distribution.

Figure 6.4 illustrates the number of DeadBolt ransomware incidents found by
Shodan in various countries from December 2021 to January 2024. It shows a
rise in incidents starting from early 2022, peaking around July 2022, followed by

Figure 6.4: Frequency of ransomware attacks based on ransom notes of DeadBolt
on Shodan between December 2021 and January 2024



6.5. DISCUSSION 185

a gradual decline. The countries represented include Australia, Canada, France,
Germany, Hong Kong, Italy, Japan, The Republic of Korea, Malysia, the Nether-
lands, Sweden, Taiwan, the United Kingdom and the United States. The police
intervention against DeadBolt ransomware occurred in October 2022, leading
to a decline in incidents post-intervention. This is statistically supported by a
two-sample t-test, which revealed a difference in the number of incidents before
and after the intervention (t (23)= 2.31, p = 0.0288). Based on these findings,
we can assess the outcome of Hypothesis 6:

Hypothesis 6: A police intervention results in a reduction of ransomware
operations, even in the absence of arrests.

As expected, a decrease in DeadBolt ransom notes was observed following the
police intervention. However, the interpretation of these results is constrained
by limitations in both datasets. The police data is limited by its time period, pre-
venting a comprehensive long-term analysis. Additionally, the Shodan data does
not capture other (NAS) ransomware variants, making it difficult to definitively
rule out the possibility of crime displacement. In other words, the attacker(s)
behind DeadBolt may have shifted to another ransomware variant or a different
type of malicious activity.

6.5 Discussion
The present study explores the differences between regular and NAS ransom-
ware using victim reports filed with the police and data from the Shodan inter-
net scanner. Police data provide a unique opportunity to compare these types of
ransomware, as both individuals and businesses report incidents to law enforce-
ment. In contrast, data from cybersecurity companies may be less representative,
as such reports tend to focus on businesses, since individuals often cannot afford
these services.

However, police reports have limitations, particularly selection bias [41, 32,
56]. By comparing the police dataset with that from the internet scanner Shodan,
we can infer the willingness to report NAS ransomware to the Dutch police. The
Shodan dataset shows a peak of 604 DeadBolt infections in the Netherlands in
August 2022 (see Figure 6.4), while the police estimated a total of 1,100 infec-
ted devices by October 2022, using data from various internet scanners [45, 11].
However, the police dataset includes only 31 DeadBolt reports between January
2020 and January 2023, suggesting a reporting rate of 5.1% based on 604 infec-
tions and 2.8% based on the police’s estimate of 1,100 devices. These rates align
with previous research showing similar reporting levels for cybercrime, ranging
from 5 to 10% [56].
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One possible explanation for the low reporting rates among NAS ransomware
victims is the perception that the police cannot help NAS ransomware victims.
This hypothesis is supported by media coverage of the DeadBolt police interven-
tion [45]. Our police dataset revealed that after the news covered the Deadbolt
police intervention, 18 additional reports were filed within onemonth, compared
to only 12 reports in the previous 10 months. Although 18 reports represent just
2% of the total Dutch DeadBolt victims in our dataset, the increase suggests that
media coverage encouraged more victims to report. Police officers disclosed to
the authors of the present study that many victims had initially refrained from
reporting, believing law enforcement would be unable to assist. The successful
intervention helped change this perception, but the increase in reports remained
relatively small (2.0%). This belief in police ineffectiveness likely contributes to
the overall low reporting rate for NAS ransomware incidents.

In contrast, reporting rates for regular ransomware, especially among me-
dium and large businesses, are significantly higher, ranging from 40% to 60%
[37, 41]. Prior research also shows that more severe cybercrime incidents are re-
ported more frequently than less severe cybercrime [29, 32]. This discrepancy in
reporting rates between NAS and regular ransomware could affect the accuracy
of our findings when comparing these two types of ransomware.

For example, victims who pay the ransom may be even less likely to report
the crime to the police than those who do not, introducing a bias in comparing
NAS and regular ransomware. This hypothesis is supported by the discrepancy
between the $2,47 Million profits observed on the blockchain from Bitcoin pay-
ments to DeadBolt [21] and the low number of reported payments in our study, in
total around $2,500. Future research should explore alternative datasets, such
as direct surveys of NAS device owners, to mitigate the bias present in police
reports.

Another limitation of the study is that the police dataset was coded by a single
individual, primarily due to the sensitive nature of the data. This approach can
introduce several potential biases [6]. For instance, confirmation bias might oc-
cur if the coder unintentionally favors interpretations that align with their own
preexisting beliefs. Additionally, personal bias can influence how data is categor-
ized or interpreted based on the coder’s own cultural and personal background.
By discussing doubtful cases anonymously with the research group, we hoped to
minimize these biases.

The observed differences between NAS and regular ransomware align with
both Rational Choice Theory (RCT) and Routine Activity Theory (RAT). Our find-
ings suggest that NAS ransomware attackers employ a volume-based strategy,
characterized by lower ransom demands and more automated, scalable attacks.
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This corresponds with RCT, as NAS ransomware attackers tend to target indi-
viduals with poorly secured NAS devices, requiring less effort but allowing for
a larger number of attacks, thereby maximizing overall profit through volume
rather than high individual payouts [16]. In contrast, regular ransomware,
which often targets businesses and demands significantly higher ransoms, fits
the traditional high-risk, high-reward model predicted by RCT.

RAT further helps explain differences between regular and NAS ransomware
[12, 34, 60]. NAS ransomware victims, typically individuals or small businesses
with insufficient security measures, present more frequent and accessible "suit-
able targets," while NAS devices are often exposed on the internet, increasing
their vulnerability ("lack of capable guardianship"). In contrast, regular ransom-
ware attacks are more likely to involve larger organizations with more robust
security infrastructures, which are harder to exploit but offer larger rewards.
The differences in victim characteristics and attack strategies between NAS and
regular ransomware reflect these theories, with NAS ransomware following a
model where ease of access and frequency of vulnerable targets drive the at-
tacker’s decision-making.

Finally, the decline in DeadBolt ransomware victims following the police
intervention aligns with previous research on regular ransomware [38]. Ana-
lyzing a dataset of ransomware victims, [38] assessed five types of interven-
tions: arrests, server takedowns, asset freezes, decryptor releases, and sanc-
tions. Ransomware groups typically responded by ceasing operations, continu-
ing, or rebranding. Nearly half of the interventions resulted in groups ceasing
their activities. Furthermore, the authors observed that few ransomware groups
rebranded, suggestingminimal crime displacement. The findings from this study
and [38] should be replicated in future research to test generalizability and valid-
ity, but they offer a promising perspective for law enforcement and policymakers
to combat both regular and NAS ransomware.

6.6 Conclusion
This study aimed to answer the main research question: what are the key dif-
ferences between regular ransomware and NAS ransomware in terms of modus
operandi, victim characteristics, and trends? Additionally, we explored the im-
pact of the DeadBolt police intervention on NAS ransomware activity.

The first sub-question was: What are the differences in modus operandi
between regular and NAS ransomware? The findings support Hypothesis 1,
showing that different ransomware variants are involved in NAS ransomware
attacks compared to regular ransomware. Hypothesis 2 was also confirmed,
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revealing that NAS ransomware operates with a more automated and scalable
revenue model. NAS ransomware demands lower ransom amounts and uses
standardized ransom notes, reflecting a volume-based strategy.

The second sub-question was: How do victim characteristics differ between
regular and NAS ransomware? The results support Hypothesis 3, indicating that
NAS ransomware disproportionately targets individuals, while regular ransom-
ware is more often aimed at businesses, particularly medium and large compan-
ies.

The third sub-question was: What are the trends between regular and NAS
ransomware? The analysis confirms Hypothesis 4, showing a strong correlation
between NAS ransomware attacks and the publication of vulnerabilities in NAS
devices. This trend was not observed with regular ransomware, leading to the
rejection of Hypothesis 5, which proposed that both ransomware types would
follow similar patterns over time.

The fourth sub-question was: What was the impact of the DeadBolt police
operation on NAS ransomware activity? Hypothesis 6 was confirmed, as the po-
lice intervention, which involved retrieving decryption keys without payment,
led to a reduction in NAS ransomware activity. This demonstrated that law en-
forcement can disrupt ransomware operations, even without arrests.

One implication of this study is that scientific research focusing on ransom-
ware should attempt to distinguish between regular and NAS ransomware. The
different modus operandi, victim characteristics, and trends are sufficiently dis-
tinct between regular and NAS ransomware that empirical research likely needs
to correct for these differences.

Furthermore, our study we used the Shodan internet scanner data to com-
plement the police dataset. Future research could leverage internet scanners
to investigate other emerging types of ransomware, such as NAS ransomware.
While conventional ransomware typically does not make ransom notes accessible
via the HTTP protocol, preliminary searches suggest that Shodan and Censys
can reveal more than just ransom notes for NAS ransomware. By using these
platforms to directly identify encrypted systems, researchers could uncover vari-
ous new types of ransomware and differentiate them from conventional types.
This approach may lead to a new taxonomy of ransomware, providing a broader
understanding of the ransomware landscape and aiding in the development of
targeted prevention strategies.

Additionally, research focusing on IoT malware can look more specifically at
the differences between NAS ransomware and other types of IoT malware. In the
present study, we looked at the differences between regular and NAS ransom-
ware, but theremay also be differences inmodus operandi, victim characteristics,
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and trends between NAS ransomware and other types of IoT malware. Investig-
ating these differences can help in more effectively combating the various types
of malware.

In conclusion, NAS ransomware differs from regular ransomware in several
key areas: it involves distinct variants, follows a more automated revenue model,
targets individuals more frequently, and is closely linked to the disclosure of vul-
nerabilities. Additionally, police interventions, such as the DeadBolt operation,
can significantly reduce NAS ransomware activity (see Table 6.2).

Table 6.2: Summary of findings on the differences between NAS and regular
ransomware

NAS Ransomware Regular Ransomware
Most victims are individual citizens
(66%).

Most victims are businesses (91%).

Average ransom: €1,404 (sd = €4,460). Average ransom: €727,544 (sd =
€2,623,434).

Ransom paid in only 6% of cases. Ransom paid in 24% of cases.
No backups in 70% of cases. No backups in 38% of cases.
Victims often suffer no direct financial
damage beyond the ransom, but signi-
ficant immaterial damage, such as loss
of personal videos and photos (70%).

Average financial damage: €601,637
(sd = €3,181,015).

Ransom and bitcoin address provided
directly on the ransom note (100%).

Ransom and bitcoin address only re-
vealed after contact with attackers in
45% of cases.

Fewer steps involved in the attack: re-
connaissance and encryption.

More steps involved in the attack: re-
connaissance, persistence, lateral move-
ment, data exfiltration, encryption, and
negotiations.

4 attack campaigns over the last three
years, associated with newly discovered
vulnerabilities in NAS devices.

A small upward trend over the years,
with no observed correlation to vulner-
abilities of NAS devices.
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6.7 Recommendations
In this section, we provide recommendations for three groups of stakeholders
involved with NAS ransomware: users, vendors of NAS devices, and local gov-
ernment authorities.

6.7.1 Users of NAS Devices
Common cybersecurity advice includes using strong passwords, antivirus soft-
ware, and keeping your software up-to-date [20]. Based on the present research,
we can draw the following conclusions:

• A strong password is often not enough to prevent NAS ransomware. While
it is effective against brute-force attacks, we observe a trend of attackers
focusing more on vulnerabilities that bypass the password. Thus, while still
advisable, a strong password is insufficient on its own.

• Updating NAS device software is crucial to prevent victimization by
ransomware. Users often know this but still fail to update their software
sufficiently [51]. Since NAS devices often have a functionality to update
automatically, it is wise for users to enable this feature.

• It would be beneficial to shield the NAS device from the open internet,
making it unsearchable via engines like Shodan and Censys. One way to
create a barrier between the open internet and the NAS device is to set up
the NAS device as a VPN server or by setting up a personal reverse proxy
server.

6.7.2 Vendors of NAS Devices
Vendors selling NAS devices should inform customers about the risks of malware
associated with the use of NAS. It is important to mention the types of malware
that can affect a NAS and how to minimize the risk of malware and ransomware.
As of writing this article, major vendors still do not provide information about
potential risks and vulnerabilities of NAS equipment on their websites or in their
stores. The national government could discuss with major vendors to agree on
informing (potential) buyers of NAS devices. Manufacturers can also assist users
by setting up automatic updates, alerts, and VPN solutions.

6.7.3 Local Government Authorities
Local government authorities can initiate prevention campaigns specifically
aimed at preventing cybercrime among individuals. Awareness of NAS ransom-
ware could lead to fewer victims. It is important for prevention campaigns to
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address the risk perception of the target group, as this seems to correlate with
the effectiveness of the campaigns [26]. Moreover, merely notifying NAS users
is not enough. Rodríguez et al. [51] found that only 24% of NAS users took all
self-protective measures after multiple notifications. This indicates that aware-
ness alone is insufficient for self-protective measures against NAS ransomware.
Additionally, only a relatively small group uses NAS devices. Local government
authorities could also engage with residents in their area about how to safely
store data and information in general. NAS ransomware, as described in the
present study, can serve as a case study on how attackers operate and what you
can do to avoid becoming a victim. This alternative approach not only combats
NAS ransomware but also addresses other cybercrimes related to data storage,
such as data theft [8].

Regarding local government authorities, the local police could play an import-
ant role in responding to ransomware incidents. Given the emotional impact of
such attacks, especially when personal data is involved, it would be beneficial for
the police to offer victims emotional support [7]. Additionally, the police can use
the information from reports to monitor for patterns of attacks linked to the dis-
closure of specific vulnerabilities and subsequently inform manufacturers, users,
and other government agencies about emerging threats.

Our study also underscores the value of innovative police interventions, such
as the operation against the DeadBolt strain. These actions not only have the po-
tential to reduce the number of ransomware attacks but also enable the recovery
of victims’ files without the need for ransom payments. Such proactive strategies
could be crucial in minimizing both the financial and emotional harm caused by
ransomware.
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Chapter 7

Deception in Double-Extortion Ransomware

Ransomware attacks have evolved with criminals using double-extortion schemes,
where they signal data exfiltration to inflate ransom demands. This development
is further complicated by information asymmetry, where victims are compelled to
respond to ambiguous and often deceptive signals from attackers. This study ex-
plores the complex interactions between criminals and victims during ransomware
attacks, especially focusing on how data exfiltration is communicated. We use a
signaling game to understand the strategies both parties use when dealing with un-
certain information. We identify five distinct equilibria, each characterized by the
criminals’ varied approaches to signaling data exfiltration, influenced by the stra-
tegic parameters inherent in each attack scenario.

202



7.1. INTRODUCTION 203

7.1 Introduction
Crypto-ransomware attacks globally are a growing concern for our society. In
the United States alone, an estimated 1,981 schools, 290 hospitals, 105 local
governments and 44 universities and colleges were hit by crypto-ransomware at-
tacks in 2022[44]. Crypto-ransomware (or ransomware) is a malicious software
that aims to encrypt the files of victims [23]. Typically, if victims lack adequate
backups, they can only regain access to those files after paying a ransom to the
criminals [30]. Given that many victims are willing to pay a ransom, these ma-
licious software have proved highly lucrative for criminals and provide a viable
‘business model’.

In recent years, criminals have complemented file encryption with the steal-
ing of sensitive data. This sensitive data might contain personally identifiable
information of employees and/or customers, intellectual property or legal in-
formation. The criminals then threaten to publish the sensitive data or sell it
to competitors if the victim does not pay the ransom. This is referred to as a
double-extortion scheme [49, 46, 28]. Evidence suggests the double-extortion
scheme leads to larger ransom requests and/or a higher willingness to pay, and
therefore to more profits for the criminals compared to encryption-only-attacks
[33, 39]. Hence, it is important to investigate how double-extortion schemes may
evolve, and how law enforcement can disrupt the business model of these criminals.

During a ransomware attack, victims struggle with the critical issue of de-
termining whether their data has been exfiltrated [38, 42]. While some may
possess logs that facilitate the identification of accessed files, others are not as
fortunate. Although irregularities in data flow on the affected network during an
attack can be identified, it does not always confirm the theft of confidential in-
formation. This ambiguity creates a window of opportunity for criminals. Those
engaged in encryption-only attacks can exploit this uncertainty, asserting that
data exfiltration occurred to demand a higher ransom. Criminals may proact-
ively offer, or victims may request, ‘evidence’ of data exfiltration. This exchange,
termed as a ‘signal’ in our study, forms the core of the strategic dynamics between
the attacker and the victim. It is a ‘game’, where the criminal’s choice to provide
evidence of exfiltration intersects with the victim’s decision on whether or not to
pay the ransom demand.

In 2020, Coveware reported that 70% of ransomware attacks were combined
with data exfiltration [49]. [39] found that between 2019 and 2022, from 124
ransomware attacks, forensic analysis suggested there were traces of data ex-
filtration in 43% of the attacks. This resulted in a slightly larger portion of pay-
ments: 26% of the victims paid with likely data exfiltration, whereas 24% paid
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without data exfiltration.The ambiguity around data exfiltration complicates the
victims’ response, with criminals sometimes falsely claiming data theft to inflate
ransoms [39]. The Maze group initiated the double-extortion scheme in Novem-
ber 2019, exposing non-paying victims on a leak site and claiming data deletion
for those who paid, though without conclusive proof [24, 28, 19, 18].

Criminals can use various strategies to signal that data was exfiltrated [38,
25]. One approach is to publish a small fraction of the exfiltrated data on a leak
site. However, it is worth noting that this strategy carries a potential drawback,
as the extent of the reputational harm incurredmight be independent of themag-
nitude of the published data. Moreover, publishing some data still leaves open
the question of how much additional data was exfiltrated. Another approach is
to send a picture of the file tree to the victim. A potential drawback of this ap-
proach is that it gives the possibility to victims to determine the importance of
the stolen files. It is also relatively easy to obtain without actually exfiltrating
the files and so is not a particularly credible signal. Criminals may, therefore,
decide not to signal even if data was exfiltrated. It could be they want to sell the
data on darknet forums [33] or to conceal attacks where data exfiltration was
unsuccessful. In such cases the past reputation of the ransomware group may
inform on the likelihood of data exfiltration.

In this chapter, we employ a game-theoretic framework to evaluate the dy-
namics between criminals and victims in the context of ransomware attacks,
focusing on the signaling of data exfiltration [29]. We are particularly interested
in the criminals’ decision to signal data theft and how victims respond to such
signals. Signaling games, a well-explored concept in game theory, offer valuable
insights into these complex interactions characterized by information asymmetry.
Our analysis unveils five distinct equilibria, shaped by the criminals’ varied ap-
proaches to signaling data exfiltration—from consistent signaling, no signaling
at all, to conditional signaling based on actual data theft. These equilibria are not
arbitrary but are influenced by the strategic parameters inherent in each ransom-
ware attack scenario. We further calibrate the game with parameters that mirror
real-world conditions. This calibration facilitates the identification of the most
realistic equilibrium, enabling us to anticipate the likely ransom amounts and
the corresponding payoffs for both parties involved. Based on our findings, we
propose tangible strategies to dismantle the ransomware business model. These
strategies are aimed at reducing the ransom amounts and undermining the crim-
inals’ payoffs, marking a significant step towards mitigating the impacts of these
cyber-attacks.

Our articlemakes three contributions; First, it is, to the best of our knowledge,
the first study to analyse the important signaling component of double-extortion
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ransomware schemes. We draw on data from negotiations between criminals
and victims to motivate this issue as being an important area of study. Second,
we provide a theoretical analysis of the strategic consideration criminals face
when signaling data exfiltration and the consequences for the payoffs of criminals
and victims. Third, by understanding the incentives of criminals we can identify
the optimal strategy of victims and examine defensive measures for victims and
policy makers to decrease the negative welfare consequences of double-extortion
ransomware.

The paper is organized as follows. In Section 2 we motivate our signaling
game approach through empirical observations of double-extortion ransomware
attacks and negotiations. In Section 3 we briefly overview the previous literature
on the economic and game-theoretic modeling of ransomware. In Section 4 we
introduce the signaling game. In Section 5 we state the main results. In Section
6 we conclude and provide policy recommendations. Proofs of propositions are
provided in Section 7.

7.2 Motivation
The foundation of our game-theoretic model is based upon empirical observa-
tions that will be expanded upon in the following section, providing context and
motivation for our theoretical model. In Section 5.2 we will calibrate the para-
meters in our model using this dataset. For a more detailed analysis we refer to
our previous work [39].

We draw on empirical data from two datasets compiled by the lead author:
1) 525 ransomware attacks reported to the Dutch Police and 2) 117 ransomware
attacks reported to an incident response company (IR company). Some general
insights from the Dutch Police data have previously been reported in [39]. In that
paper, the authors study how the criminal’s effort, victim characteristics and con-
text influence the ransom requested, payment and financial loss. A key finding
of the study is that data exfiltration has a highly significant, positive impact on
the ransom requested, proportion of victims who pay, and the victim’s financial
loss. This demonstrates the critical role that exfiltration plays in ransomware.

The foundation of our game-theoretic model is established upon empirical
observations that will be expanded upon in the ensuing section, providing ne-
cessary context. For an in-depth analysis of the dataset, we point readers to our
prior work [39].

In motivating the game theoretic approach used in this chapter we analysed
the extended datasets introduced above. From the overall datasets we excluded
attempted attacks, no encryption and attacks on individuals. This resulted in
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1) 354 ransomware attacks reported to the Dutch Police and 2) 98 ransomware
attacks reported to the IR company. In total we, therefore, analysed 452 ransom-
ware attacks. For each attack a range of variables were coded based on the case
logs provided by the Police and IR company. For this study we use the follow-
ing variables: whether data is exfiltrated (yes/no/unknown), what the ransom
requested was before and after negotiations (in euro) and whether the victim
paid (yes/no/unknown). Furthermore, we looked at the negotiation text to un-
derstand the exchange of information of data exfiltration between the victim
and criminals. We remark that the classification of data exfiltration (yes/no/un-
known) is somewhat subjective for the very reasons that motivate this paper
(namely, data exfiltration is hard to verify). Our classification benefits, however,
from information that became available over time, and may not have been avail-
able at the time of the attack, e.g. whether data was subsequently published on
a leak site.

7.2.1 Criminal Profits of Double-Extortion Ransomware
Here we state our main findings from the data analysis in terms of data exfiltra-
tion in relationship with payment, and ransom requested.

1. Data exfiltration: Overall, we find that in 50.4% of cases it was unknown
whether data was exfiltrated, and in 49.6% of cases we believe that data
was exfiltrated. Data exfiltration is assumed in 43% of cases in the Dutch
Police, based on 134 cases, and in 53% of cases of the IR company, based
on 98 cases. Commonly, the basis for assuming that data was exfiltrated is
because: (1) log files show specifically that files have been exfiltrated, or
(2) data was published on the leak site of the criminals. We see, therefore,
that data exfiltration is common but not universal. We also see that whether
data exfiltration took place remains unknown in many cases, even with the
benefit of hindsight (e.g. data appearing on leak sites).

2. Paid: From the 452 ransomware attacks, 130 victims negotiated. In total,
119 victims paid the ransom (27.8%). Of these, 78.5% victims paid after
negotiations and 21.5% paid without negotiations. If we focus on those
subset of payments where we are relatively confident if data exfiltration
took place, we find that data exfiltration leads more often to payment:
37.5% versus 28.9%. This difference is statistically significant, based on
a chi-squared test (χ2 = 5.42, df = 1, p = 0.02). The reason why both
payment percentages are above the total average of 27.8% is because, rel-
atively, it is more often unknown whether data was exfiltrated for the vic-
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tims who did not pay. So, these results show that data exfiltration leads to
larger proportion of victims paying than no data exfiltration.

3. Ransom requested: The average ransom request before negotiation is
1,029,320 euro (sd=3.0 million euro). After negotiation the average
ransom request is 578,956 euro (sd=1.9 million euro), a decrease of 44%.
When data is exfiltrated, the ransom before negotiation is 2,960,281 euro
(sd=4.7 million euro) and after negotiation 1,771,216 euro (sd=3.2 mil-
lion euro), a decrease of 40%. Without data exfiltration the ransom be-
fore negotiation is 466,924 euro (sd=2.0 million euro) and after nego-
tiation 135,346 euro (sd=0.2 million euro), a decrease of 70%. Tests
that there is a difference in ransom requested with and without data ex-
filtration using a t-test is significant for both ransom requested before
negotiations (t = 63.17, df = 232, p < 0.001) and after negotiations
(t = 66.05, df = 232, p < 0.001)∗. It appears that data exfiltration is highly
profitable for the criminals. Furthermore, it seems that data exfiltration
leads to less discount after negotiations than when data is not exfiltrated.

In conclusion, double-extortion ransomware seems to lead to a larger proportion
of victims paying the ransom and a larger ransom requested, and, therefore, to
more profits for criminals.

7.2.2 Exploration of Victim’s Decision To Pay
If victims are more likely to pay a ransom, and pay a larger ransom, because of
data exfiltration, it is naturally in their interests to ascertain whether data ex-
filtration has indeed taken place. As we discussed in the introduction this is diffi-
cult to do in the immediate aftermath of an attack. Hence criminals may want to
signal data exfiltration, and victims may seek for information about data exfiltra-
tion. In Table 7.1 we provide six illustrative examples of criminals attempting to
signal that data is exfiltrated. As you can see, data exfiltration was claimed in
the ransom note. In two cases supplementary evidence was provided during ne-
gotiations. We also summarise the victims’ decision-making process regarding
ransom payment. Note that we display the anonymized text used by criminals,
which includes grammar and style mistakes.

In the first four cases the victims were not convinced by the criminal’s claim
that data has been exfiltrated. The signal in this case was, therefore, seen as
non-credible. Furthermore, in none of the four cases was data published on the

∗In line with [39] we have taken the logarithm of the ransom to approximately normalize the
data, which is required to validly perform a t-test. Not taking the logarithm also results in highly
significant t statistics.



208 DECEPTION IN DOUBLE-EXTORTION RANSOMWARE

leak site after the victim did not pay. This may suggest the victims were probably
correct to infer no data had been exfiltrated. The absence of data being pub-
lished on a leak site does not, however, serve as conclusive evidence that no data
has been compromised. In informal discussions, law enforcement officers have
disclosed to the authors that criminals are occasionally selective in their choice of
which victim’s data they publish. By exclusively publishing data of large organ-
izations, criminals can cultivate a reputation as a group focusing on prominent
victims.

In the fifth and sixth cases the criminal showed a list of files which were
exfiltrated. In the fifth case this led the victim to believe that data was exfiltrated
and they made the decision to pay the ransom to prevent the publishing of the

Case Criminal claim (anonymized raw text) Additional signals Victim decision-making

1.

“We gathered highly confidential/personal data. These data are currently stored on a private server.
This server will be immediately destroyed after your payment.
If you decide to not pay, we will release your data to public or re-seller.
So you can expect your data to be publicly available in the near future.
We only seek money and our goal is not to damage your reputation or prevent your business from running"

No

Although the victim did not
believe data was exfiltrated,
they did decide to pay
because backups were
inadequate to recover
without payment.

2.

“For the ransom you get:
Full decryption
Fixing your network vulnerabilities and securing your network
Removal of all your data from our servers."

No
Victim was not confident
data was exfiltrated and did
not pay.

3.

“If we don’t hear back from you within 24 hours.
I can sell them on the darknet and send the information to regulatory agencies,
in your area I will send out offers to competitors to buy your data.
In this case you will have the following problems :
1. Your customers will become victims of fraudsters (who will buy your data on the darknet).
2. Regulatory authorities (responsible for enforcing data protection laws) will start investigating your
company for leaking your customers’ personal data (leading to huge fines and loss of reputation).
3. Your competitors could easily get hold of your information."

No

Victim was not confident
data was exfiltrated. However,
due to the lack of adequate
backups they did pay. During
the negotiations no other
claim of data exfiltration was
made by the criminal

4.

“All your important files have been encrypted.
Any attempts to restore your files with third-party software will be fatal for your files!
Restore your data possible only buying private key from us.
We have also downloaded a lot of private data from your network.
If you do not contact us in a 5 days, we will post information about your breach on our public news webs."

No
Victim was not confident
data was exfiltrated and did
not pay.

5.
“Your data is stolen and encrypted. If you don’t pay the ransom, the data will be published on our TOR darknet sites.
Keep in mind that once your data appears on our leak site, it could be bought by your competitors at any second,
so don’t hesitate for a long time. The sooner you pay the ransom, the sooner your company will be safe."

List of .rar files of alleged
exfiltrated data
provided by criminal

Victim paid, because data
of customers was stolen.
They had backups, but
decided to pay just for
prevent the publication
of exfiltrated data.

6.

“Price for you is X btc. You need to pay this amount and we will give you decrypt tool for all
your machines, security report on how you were hacked, file tree on what we have downloaded
a lot of data from your network that in case of not payment will be published on public news
website and sold on the black-markets. We remove it after payment and wiping log is provided
as well. To start a business we offer you to make payment in two stages. What amount you can
pay today?"

A list of exfiltrated
files was provided by
criminals

Victim got the file tree
of the exfiltrated data and
decided that the data was
not important. Furthermore,
they did have backups.
Therefore, they decided not
to pay.

Table 7.1: Claims of the criminal of data exfiltration (raw text and anonymized),
additional signals send by the criminal and the victim’s decision-making whether
to pay or not.
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data on a leak site. The criminals, thus, benefited from sending a more credible
signal. In the sixth case the victim decided, based on the list of exfiltrated files
provided by the criminal, that data publication would be less costly than paying
the ransom. As a consequence, the data of the victim was published on the
leak page. In this example sending a signal appears to have backfired for the
criminals, because it gave the victim the opportunity to estimate the reputational
damage of data exfiltration.

Considering our dataset as a whole, we have examples of all possible combin-
ations: (a) The criminals signaling data exfiltration when we believe there was
data exfiltration, (b) not signaling data exfiltration when we believe there was
data exfiltration, (c) signaling data exfiltration when we believe there was no
data exfiltration, and (d) not signaling data exfiltration when we believe there
was no data exfiltration. This makes it difficult for victims, law enforcement and
policy makers to understand the optimal response when claims of data exfiltra-
tion are made. Given the large ransom amounts at stake it is of value to better
understand the trade-offs that victims face.

It is reasonable to hypothesize that criminals engage in strategic considera-
tions when deciding to signal data exfiltration or refrain from doing so, taking
into account the potential impact on victims’ willingness to pay. Indeed, the his-
tory of ransomware shows that criminals rapidly evolve their economic strategy
to ones that make more money. Consequently, we develop a decision model to
capture this behavior, using a game-theoretic framework of signaling. In the
subsequent section, we provide a rationale for utilizing game-theoretic models
in the context of ransomware and overview prior research on this subject.

7.3 Related Works
The goal of this section is to give a brief overview of past research on the economic
and game-theoretic approach to ransomware attacks. Traditionally, ransomware
research takes a more technical approach [9, 47]. However, recently the applic-
ation of economic theory to analyse decision-making of criminals and victims of
ransomware attacks have increased [11, 33, 30, 21]. This might be the result of
ransomware criminals running there attacks as a business, where many decisions
are made using economic reasoning [27].

Most ransomware criminals are financially motivated and conduct multiple
attacks [39, 13]. Therefore it is important for them to optimize profits over
multiple ransomware attacks. One important aspect is the use of different price
discrimination strategies [25]. For example, the criminals change the ransom
requested on victim characteristics, like yearly revenue [39]. Another aspect is
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the use of data exfiltration: as concluded in Section 2, this increases the willing-
ness to pay of victims, which leads to more profits for criminals. [13] identify
four distinct fears of victims which might explain the increased willingness to
pay: (1) incrimination (e.g. exposure to data protection authorities), (2) repu-
tational damage/lost revenue (e.g. exposure of sensitive data which could cause
loss of customers), (3) exposure of intellectual property, and (4) humiliation
(e.g. exposing embarrassing information about customers or a particular em-
ployee in an executive role). These fears increase the willingness to pay and give
an incentive for criminals to perform data exfiltration, or pretend that data is
exfiltrated.

In addition to the previously mentioned empirical studies, game-theoretic
models have been employed to explore the dynamics between criminals and vic-
tims within the context of ransomware attacks [11, 30, 21] and double-extortion
ransomware schemes [34, 33, 35]. Game theory provides a valuable theoretical
framework for examining the strategic decision-making process of different act-
ors, making it highly applicable in the context of ransomware attacks [11]. This
suitability arises from the well-defined roles of the actors involved, namely the
criminal and victim, and clear decision options available to the victim, such as
paying or not paying the ransom. Furthermore, the payoffs are mostly monetary
and therefore easily quantified. From the game-theoretic framework we could
infer whether there is a stable equilibrium and possible interventions to change
that equilibrium to increase social welfare.

Several studies have applied a game-theoretic framework to double-extortion
ransomware [33, 31, 35]. [33] demonstrate that when criminals employ a
strategy involving both data encryption and data exfiltration, it consistently res-
ults in higher profits as opposed to solely relying on data encryption. Further-
more, the act of selling the exfiltrated data has been found to further increase
the profitability for criminals, surpassing the potential reputation gains achieved
by simply deleting the data upon receiving payment from victims.

One possible critique of using game-theoretic models in the ransomware con-
text is the assumption of rational decision-making by both criminals and vic-
tims. Both criminals and victims may make impulsive, irrational decisions [11].
Rationality, in this context, however, does not imply a cold and unemotional
decision-making process, but rather an understanding that criminal and victim
need to take account of each other’s strategic incentives, and have incentives to
maximize their financial payoff. This aligns with the Rational Choice Model pro-
posed by [15]. The Rational Choice Model (RCM) of crime states that criminals,
or offenders, are rational decision-makers. Crime is purpose behaviour designed
to meet the offender’s commonplace needs for such things as money, status, sex
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and excitement. Offenders are reasoning actors who weigh means and ends,
costs and benefits, and make a rough rational choice for the course of action that
seems to yield the most benefit [15, 16].

Research supports the Rational Choice Model of crime, for offline crime [51,
12] and online crime [3, 52]. Most relevant, experiments show that policy meas-
ures that influence the costs and benefits of crime, by increasing the effort and the
risks, and decreasing the potential benefits, generally prevent crime offline [12]
and online [7]. Taken together, we could conclude that the assumption of ra-
tionality, which is crucial for the application of a game-theoretic framework, can
yield valuable insight in the context of double-extortion ransomware schemes.

So far, we considered studies which focus on the profitability of data ex-
filtration, applying game-theoretical models to ransomware and data exfiltra-
tion. These papers abstract away from a key aspect of the strategic environment:
victims are often unsure whether data is exfiltrated. Information asymmetry
between victim and criminal can be modeled with signaling games [43]. Signal-
ing games are a widely used framework in economics and evolutionary biology
to model a range of applied settings. They have been used, for instance, to model
job seekers signaling their productivity to potential employers [48]. In this set-
ting the signal could be years of schooling or high grades (even if that does not
directly add to productivity). Signaling games have also been used to under-
stand non-anonymous donations to charity [22]. In this case the donation can
be a signal the donor is a pro-social, generous individual. In all these settings
there is one party that has more information than the other (whether they are
productive, pro-social etc.) and have incentives to signal a ‘desirable’ property.
In our setting the criminal may want to signal data exfiltration.

The analysis of signaling games has produced some profound results. For
instance, it has been shown that ‘costly signaling’ can result in which the actor
with the most desirable attributes must incur large costs to signal their desirab-
ility. There is, for instance, evidence that university education is a costly signal
of ability [6]. In our setting, this suggests that data exfiltration need not be un-
ambiguously beneficial for the criminals. Another seminal finding is due to [2].
He set up a framework to analyse the information asymmetry between the buyer
and seller of used cars. The seller knows the quality of the car, but the buyer
does not. [2] shows that this information asymmetry can lead to a breakdown in
trade. In short, sellers of good cars do not want to sell them cheap, but buyers
are reluctant to pay a high price for a car that may be no good. We observe,
therefore, an adverse selection market failure. The framework of [2] has also
been used to study other use cases [31]. In our setting, it again suggests that
data exfiltration need not be unambiguously beneficial for the criminals. In the
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following section we will formally apply the theory of signaling games to the case
of double-extortion ransomware attacks.

7.4 Model
7.4.1 Signaling Game
In this section we introduce a signaling game of double-extortion ransomware.
The game involves two players, a criminal and a victim. It has three stages,
which can be explained as follows. The variables are summarized in Table 7.2
and the signaling game is depicted in Figure 7.1.

Stage 1: We assume that the criminal attempts to exfiltrate data. However,
this attempt may not succeed. We denote with α the probability the criminal
exfiltrates data (DE) and denote with probability 1−α the probability the crim-
inal does not succeed in exfiltrating data (NDE). In game-theoretic terminology,
this process is formulated as ‘nature’ determining with a probability α the state
is DE and 1 − α the state is NDE [2, 43, 48]. The criminal learns in Stage 1
whether they are in state DE or NDE. The victim remains uninformed, although
the probability of data exfiltration α is common knowledge.

Stage 2: The criminal chooses a ransom demand and whether to send a
signal to the victim that data was exfiltrated (S) or not (NS). The signal could
consists of sending a file tree or pictures of the file tree structure. Another pos-
sibility is sending a few exfiltrated files. Let RS denote the ransom demand of
the criminal if they send a signal and RNS the demand if no signal is sent. Thus,
the criminal either sends signal S and ransom demand RS or chooses NS and
ransom demand RNS .†

The cost of sending a signal is kD when data is exfiltrated and kN when
no data is exfiltrated. One interpretation of the cost of a signal is opportunity
costs. For instance, the effort and time could have been used for another attack.
Crucially, we assume that sending a signal when data is exfiltrated is less costly
than when data is not exfiltrated, so kD < kN . This assumption arises from the
notion that it might be harder to send a signal in state NDE than DE. Indeed, it

†The criminal could choose any ransom above 0 for any combination of both own type and signal.
So, suppose, more generally, we denote by RS

DE , RS
NDE , RNS

DE and RNS
NDE the ransom of a type DE

or NDE if they signal or do not signal. There cannot be an equilibrium in which a criminal of type
DE and NDE signal and RS

NDE ̸= RS
DE ; this would reveal the criminal if type NDE and, thus, make

their signal ineffective. Similarly, there cannot be an equilibrium in which a criminal of type DE and
NDE would not signal and RNS

NDE ̸= RNS
DE ; this would again reveal the criminal if type NDE and

lower the ransom the victim would rationally pay.
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could be that kN is very large meaning that it is essentially impossible to send a
signal if data is not exfiltrated.

Stage 3: Having seen whether the criminal sends a signal (S) or no signal
(NS) and seen the ransom demand RS or RNS , the victim decides to pay or not.
We assume that this is a binary yes/no decision with no possibility for negoti-
ation.‡ Final payoffs are now determined as depicted in Figure 7.1, which shows
criminal payoff, victim payoff for each potential outcome.

In explaining the respective payoffs of criminal and victim we remark that
game theoretic equilibria depend on the relative payoff differences across ac-
tions, rather than the absolute payoff. For the victim we are, thus, interested
in the relative payoff difference from paying the ransom versus not paying the
ransom. We assume that if the victim pays the ransom then they lose the ransom
amount, RS or RNS , as well as ‘legal fees’, L ≥ 0, which can include legal and
other associated costs (including psychological and moral) of paying the ransom.
We assume that if the ransom is paid the criminal returns access to, at least some,
files and is reduces the amount of sensitive data published. If, therefore, the vic-
tim does not pay the ransom they lose V ≥ 0 from higher recovery costs as well
as T ≥ 0 (if data was exfiltrated) from increased reputational costs resulting
from publication of sensitive data. This motivates the payoff function in Figure
7.1.

In analysing the incentives of the criminal we need to consider the relative
payoff differences from signalling or not not signalling. We assume that the
attack costs the criminal c. If the victim pays then the criminal receives ransom
RS or RNS . If the criminal signals then they pay the cost kD or kN , as stated
previously.

The victim will have legal fees, recovery costs (like buying new hardware
and software) and reputation costs under any scenario. We reiterate, however,
that since we consider these costs to be constant across all outcomes, we do
not include them in our analysis. Furthermore, we would like to stress that our
model implicitly takes into account factors such as the importance of backups.
For instance, if a victim has good backups then the recovery costs V would be
low, and therefore the victim, as we will show, would not pay a large ransom.
Similarly, if sensitive data is not exfiltrated then T would be low and the victim
would again not pay a large ransom.

A (pure) strategy for the criminal involves the following conditional choices:
(a) decide whether to signal or not if data is exfiltrated, (b) decide whether to

‡Alternatively, RS or RNS could be seen as the final ransom demands that will result from
negotiation.
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signal or not if data is not exfiltrated, and (c) determine ransom demands RS or
RNS as appropriate. A (pure) strategy for the victim compromises conditional
choices: (a) decide to pay or not to pay if the criminal signals, and (b) decide to
pay or not to pay if the criminal does not signal.

Variable Description
Criminal RS Ransom when signaling

RNS Ransom when not signaling
c Cost of attack
kD Cost of signal with data exfiltration
kN Cost of signal no data exfiltration
τ The state or type of the criminal: data exfiltrated or not

Victim T Reputation cost
V Recovery cost without decryption key
L Legal fees of paying ransom
α Probability of data exfiltration
µ Probability the victim believes data is exfiltrated
ϵ Smallest gain that would induce victim to pay

Table 7.2: Variables used in the data exfiltration signaling game

Nature

α

1-α

DE
RS , Signal

NDE
RS , Signal

RS − c− kD,−RS − L
Pay

−c− kD,−T − V

No Pay

RS − c− kN ,−RS − L
Pay

−c− kN ,−V

No Pay

Victim

RNS , No Signal

RNS , No Signal

RNS − c,−RNS − L Pay

−c,−T − V No P
ay

RNS − c,−RNS − L Pay

−c,−V No P
ay

Victim

Figure 7.1: A schematic representation of set-up of the signaling game of data
exfiltration



7.4. MODEL 215

7.4.2 Bayesian equilibria of the signaling game
In the following we identify (pure strategy) Bayesian equilibria of the signalling
game. A Bayesian equilibria takes into account that the victim starts with prior
belief α that data was exfiltrated but can potentially update their beliefs once
they observe the strategy of the criminal. We denote by µ the updated belief of
the victim the criminal is type DE. A Bayesian equilibrium has the following basic
properties: (a) The criminal maximizes their expected payoff given the strategy
of the victim, (b) the victim updates their beliefs about state DE and NDE using
Bayes rule, and (c) the victim maximizes their expected payoff given the strategy
of the criminal and their own beliefs [20].

Where relevant it may be necessary to tie down beliefs for ‘surprise events’
or outcomes that are ‘off the equilibrium path’. For instance, if the candidate
equilibrium says that the criminal will signal, we need to specify the victim’s
beliefs if the criminal is observed to not signal. In this case we invoke the D1
Criterion which says that any deviation from the equilibrium path is assumed
to be done by the type with the most incentive to deviate [5]. In this case (see
the formal analysis for more details) it means the choice to not signal is seen as
evidence that there was no data exfiltration.

As is standard in the analysis of signalling games, we distinguish between
separating and pooling equilibria. A separating equilibrium has the property
that the victim can distinguish the type of the criminal (DE or NDE) from their
actions. A pooling equilibrium has the property that the criminal will act the
same whether type DE or NDE and so the victim can not distinguish type. We
identified two separating equilibria (we will call A1 and A2) and three pooled
equilibria (we will call B1, C1 and C2). We first characterize the five equilibria.
We then provide conditions on the parameters of the game under which the
different equilibria exist. We would argue that all five types of equilibria can
potentially be seen in the field.

A1. Separating equilibrium. Victim pays whether signal or not. The victim
believes µ = 0 when she receives no signal and µ = 1 when they re-
ceive a signal. The victim is, thus, willing to pay the ransom when she
gets the signal that data is exfiltrated if and only if RS < T + V − L.
Set RS = T + V − L − ϵ, where ϵ is arbitrarily close to 0. Likewise, the
victim is willing to pay the ransom when there is no signal if and only if
RNS < V − L. Set RNS = V − L > 0. Combined, the criminal has pay-
off U = T + V − L − kD − c − ϵ in state DE and U = V − L − c − ϵ in
state NDE. The criminal has no incentive to deviate from the equilibrium
strategy in state DE if kD < T . In interpretation, the extra revenue the
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criminal can demand from signalling data is exfiltrated compensates for
the cost of sending the signal. Similarly, the criminal has no incentive to
deviate from the equilibrium strategy in state NDE when kN > T . In in-
terpretation, the cost of sending a signal (when data is not exfiltrated) is
higher than the extra revenue from the ransom.

A2. Separating equilibrium. Victim only pays when receiving signal. As
with equilibrium A1, the victim believes µ = 0 when they receive no
signal and µ = 1 when she receives a signal. Following, the same logic as
equilibrium A1 the victim is willing to pay ransom RS = T + V − L− ϵ if
their is a signal. The maximum ransom they are willing to pay if there is
no signal is RNS < V − L. If, therefore, V < L the victim is not willing
to pay a (positive) ransom. The payoff for the criminal in state DE is
U = T + V − L − c − kN − ϵ and their payoff in state NDE is U = −c.
The criminal in state NDE has no incentive to signal if T + V − L < KN .
In interpretation the cost of signaling in state NDE is higher than the
maximum ransom the victim is willing to pay.

B1. Pooled equilibrium: The criminal signal and the victim pays. The crim-
inal sends a signal in both states DE and NDE. The victim should maintain
the belief µ = α when they receive a signal that data is exfiltrated. If
they do not receive a signal than beliefs are set µ = 0 (invoking the D1
Criterion). The maximum ransom a victim is willing to pay if a signal is
sent is RS = V + αT − L − ϵ. The maximum ransom they are willing to
pay if no ransom is sent is RNS = V − L − ϵ. Thus, the criminal has no
incentive to deviate from the equilibrium path in state NDE if αT > kD. In
interpretation, the cost to the NDE type of signaling is sufficiently low that
they signal even though no data was exfiltrated. This lowers the ransom a
type DE can demand because their signal is less credible.

C1. Pooled equilibrium: The criminal does not send a signal and the victim pays.
The criminal sends no signal in both state DE and NDE. The victim should
maintain the belief µ = α when they receive no signal that data is ex-
filtrated. If they do receive a signal than beliefs are set µ = 1 (invoking the
D1 Criterion). The victim is willing to pay ransom RNS = V + αT −L− ϵ
when she does not receive a signal and RS = V + T − L − ϵ when she
does receive a signal. The criminal has no incentive to deviate when type
DE if (1 − α)T < kD. In interpretation, the extra ransom is insufficient
to cover the cost of sending a signal (even when data is exfiltrated). This
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equilibrium also requires V + αT > L so that the victim is willing to pay
a positive ransom.

C2. Pooled equilibrium: No signal and victim does not pay. We follow the
same logic as equilibrium C1 but now consider the case where V +αT < L.
In this case the victim is not willing to pay a positive ransom if a signal is
not sent. Moreover, the criminal has no incentive to deviate when type DE
if V + T − L < KD. The interpretation of this equilibrium is that it is too
costly to pay for the victim and too costly for the criminal to send a credible
signal. Clearly there would be no incentive for the criminal to attack in this
scenario because they incur the cost c.

The Bayesian equilibria that exist in the game will depend on the specific
parameters of the game, V,L, T, α,KD and KN . In the following three Propos-
itions we characterise the set of conditions under which there exists separating
equilibria A1 and A2 (Proposition 1), pooling equilibria B1 (Proposition 2),
and pooling equilibria C1 and C2 (Proposition 3). Proof of propositions can be
found in the Appendix.

Proposition 1 If V > L and kD < T < kN there is a Bayesian equilibrium
satisfying the D1 Criterion of the type A1. If V < L and kD < T + V − L < kN

there is a Bayesian equilibrium satisfying the D1 Criterion of the type A2.

Our first proposition shows that there exists a separating equilibrium if the
cost of signalling is sufficiently low when the criminal is type DE and high when
they are type NDE. Thus, the criminal only signals if data has been exfiltrated.
The criteria for sufficiently low and high depends on the reputational costs T ,
recovery costs V and legal fees L. The victim pays if data is exfiltrated and pays
if data is exfiltrated if and only if V > L.

Proposition 2 If (a) V > L and αT > kN , or (b) V + αT > L > V and αT +
V −L > kN there is a signaling equilibrium satisfying the D1 Criterion of the type
B1.

Our second proposition shows conditions under which there exists a pooling
equilibriumwhere the criminal signals data is exfiltrated, irrespective of whether
data is exfiltrated or not. This equilibrium exists if it is sufficiently low cost for
the criminal to signal data exfiltration. The notion of sufficiently low depends
on the ex-ante probability of data exfiltration α and the reputation cost T . The
higher is αT then the more likely to obtain a pooling equilibrium with signalling.
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Case Type equilibrium Condition
A1 Separating - victims pays L < V & kD < T < kN

A2 Separating - Only pay when signal V < L < V + T & kD < T + V –L < kN

B1 Pooling - Signal and pay V + αT > L & αT > kN

C1 Pooling - No signal and pay V + αT > L & (1–α)T < kD

C2 Pooling - No signal and no pay V + αT > L & V + T–L < kD

Table 7.3: Stable equilibria and conditions in signaling game

In interpretation, the victim is willing to pay a larger ransom if data exfiltration
is signaled and so it is in the interests of the criminal to signal data exfiltration
when type NDE (if kD is sufficiently low).

Proposition 3 If V + αT > L and (1 − α)T < kD there exists a signaling equi-
librium satisfying the D1 Criterion of the type C1. If V + αT > L > V and
T + V −L < kD there exists a signaling equilibrium satisfying the D1 Criterion of
the type C2

Our final proposition shows conditions under which there exists a pooling
equilibrium where the criminal does not signal data is exfiltrated, even if it is.
This type of equilibrium exists if the cost of signaling is sufficiently high for type
DE. Again, the reputation costs T are an important determinant of the meaning
of sufficiently high. If the reputation costs are low then we are more likely to
obtain a pooling equilibrium with no signalling. In interpretation, the victim
is not willing to pay a larger ransom if data is exfiltrated and so there is less
incentive for the criminal to signal exfiltration (if kD is sufficiently high).

The five type of equilibria we have identified and conditions under which
they exist are summarized in Table 7.3.

7.5 Theoretical Insights from the Game
7.5.1 Expected Payoffs
In the previous section we derived five types of Bayesian equilibria of the sig-
naling game. In this section we perform simulations to better understand the
interaction between different parameter values and the resultant payoffs of the
criminal and victim. A summary of the equilibrium ransom amount and corres-
ponding payoff of criminal and victim conditionally on the type of the criminal
is depicted in Table 7.4.
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Case DE NDE
RS Criminal Victim RNS Criminal Victim

A1 T + V − L− ϵ RS − c− kD −RS − L V − L− ϵ RNS − c RNS − L

A2 T + V − L− ϵ RS − c− kD −RS − L 0 −c −V

B1 V + αT − L− ϵ RS − c− kD −RS − L V + αT − L− ϵ RNS − c− kN −RNS − L

C1 V + αT − L− ϵ RS − c −RS − L V + αT − L− ϵ RNS − c −RNS − L

C2 0 −c −V − T 0 −c −V

Table 7.4: The ransom and payoffs of criminals and victims in the different equi-
libria depending on the type of the criminal.

If the criminal is type DE then they would prefer a separating equilibrium (A1
or A2) to a pooling equilibrium because they can charge a higher ransom and
obtain a higher payoff. By contrast, if the criminal is type NDE they would prefer
a pooling equilibrium (B1 or C1) because they can charge a higher ransom and
obtain a higher payoff. As is standard in signalling games we, thus, obtain a
complex interaction in which one type, DE in our game, has incentives to signal
their type, while the other type, NDE, has an incentive to hide their type. The
equilibrium outcome obtained will depend on the parameters of the game.

Having looked at expected payoffs for each type of criminal we can consider
the ex-ante expected payoffs for both criminal and victim. The expected utility
hypothesis of Von Neumann-Morgenstern states that the choice involving un-
certainty of a decision-maker can be represented by the expected value of the
cardinal utility functions [41, 50]. In other words, the total expected utility can
be represented as the expected value of the separate utility functions multiplied
by the probability of every state. In the current context this results in:

U(Θ) = αUDE(Θ) + (1− α)UNDE(Θ) (7.1)

Where U(·) represents the (cardinal) utility function or payoffs, α the probability
of data exfiltration and Θ the parameters V,L, T,KD, kN .

Expected payoffs in the signaling game for each possible type of equilibrium
are shown in Table 7.5. You can see that the victim has essentially the same payoff
irrespective of the type of equilibrium. This is because the criminal is able to
extract the maximum surplus from the victim. To explain, consider equilibrium
C2 in which the victim does not pay. In this case they suffer the recovery loss V
and, with probability α reputational damage T . This, ex-ante, is the most the
victim can lose from the attack. In the other types of equilibria the victim pays
the ransom (with positive probability) and gains up to ϵ from doing so. We, thus,
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Case Criminal Victim
A1 α(T − kD) + V − L− c− ϵ αT − V + ϵ

A2 α(T + V − L− kD − ϵ)− c αT − V + αϵ

B1 α(T − kD)− (1− α)kN + V − L− c− ϵ αT − V + ϵ

C1 αT + V − L− c− ϵ αT − V + ϵ

C2 −c αT − V

Table 7.5: Ex-ante expected payoff of criminal and victim before criminal type is
determined.

see that ϵ can be interpreted as the smallest financial gain that would induce the
victim to pay a ransom.

As we would intuitively expect, the victim’s payoff loss from the attack is
lower if the victim has active ready back-ups (which lowers V ), less sensitive
data (which lowers T ), and measures in place to stop exfiltration (which lowers
α). Crucially, these factors are beneficial to the victim irrespective of the type of
equilibrium, and, thus, whether the victim pays the ransom or not, because they
lower the ransom the criminal can demand. Preventive measures are, therefore,
beneficial even if the victim pays the ransom.

While the victim’s expected payoff does not depend on the type of equilib-
ria, we can see in Table 7.5 that the criminal’s payoff is highly dependent on the
type of equilibria. To illustrate, in panels (a-c) of Figure 7.2 we plot the expec-
ted payoff of the criminal under each equilibrium type (assuming for now the
equilibria exist) for fixed parameter values. We vary α, kN and L in panels (a-c)
respectively. We see that, for most parameter values, equilibria of type A2 or
C1 maximize the criminal’s payoff. By contrast, equilibria B1 never maximizes
the criminal’s payoff. This is noteworthy because equilibrium B1, in which the
criminal signals data exfiltration, may appear a natural outcome. This type of
equilibrium is not optimal for the criminal because they incur the costs of sig-
naling exfiltration but cannot extract a higher ransom from signaling. Better for
them to have equilibrium C1, in which they do not incur costs of signaling, or
equilibrium A2, in which signaling enables a higher ransom.

Figure 7.2(a) shows that increasing α leads to a larger expected payoff for the
criminal (except for case C2). Thus, the criminal’s payoff is higher if they have
a higher ex-ante probability of data exfiltration. This suggests criminals have an
incentive to improve their ability to exfiltrated data.
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(a)

(b)

(c)

Figure 7.2: Total expected utility for the criminal when changing (a) α, (b) kN ,
(c) L.
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Figure 7.2(c) shows that a higher L will lead to a lower expected payoff for
the criminal. This is because the higher L is reflected in a lower ransom paid. In
interpretation, the legal fees are transferred from the victim to a third party (e.g.
lawyers or insurers) rather than the criminals. This may be viewed as desirable
from a societal perspective, although it does not materially benefit the victim.

Figure 7.2(b) shows that increasing kN only impacts the criminal’s profit in
equilibrium B1. This is interesting, because increasing kN , the cost of signaling
data exfiltration when no data is exfiltrated, may seem a natural lever that vic-
tims could use to disrupt the criminal’s business model. Our analysis suggests
that increasing kN may have limited impact. To explore this further we need to
investigate which type of equilibria are most likely to exist in the field.

7.5.2 Overlapping Equilibria
As we have already demonstrated (see Propositions 1-3 and Table 7.3) each of
the five equilibria we have identified will only exist under particular parameter
values. Moreover, for a given set of parameters wemay obtainmultiple equilibria,
a unique equilibria, or no equilibria. To illustrate, we provide three examples
depicted in Figure 7.3. We indicate the existence of equilibria for combinations
of kN and kD.

The first example, see Figure 7.2(a), has T = 6, α = 0.6, L = 5 and V = 7.
Here we see parameters for which the separating equilibrium A1 and the pooling
equilibrium C1 exist. This occurs when kN is large and kD is ‘intermediate’. In
both equilibria the criminal does not signal if type NDE (because kN is large).
The equilibria differ in whether the criminal signals if type DE. Both equilibria
are possible because kD is an ‘intermediate’ range. If kD is higher then only
the pooling C1 equilibrium exists, while if it is lower only the separating A1
equilibrium exists.

We also see parameters for which both the pooling equilibrium B1, with sig-
nalling, and the pooling equilibrium C1, with no signalling, both exist. This
happens for lower values of kN and kD. In interpretation, the criminal of type
NDE will want to copy the equilibrium behavior of the type DE and it is too costly
for the type DE to differentiate themselves. There are also parameter values for
which there is no equilibrium. This happens for a small kD and ‘intermediate’
kN . In this case the type NDE wants to copy the type DE, but the type DE will
want to differentiate themselves. There is, therefore, no stable (pure strategy)
pooling equilibrium.

In our second example we set T = 6, α = 0.6, L = 7 and V = 5. Thus, the
legal fees are now larger than the recovery cost. See Figure 7.3(b). The high
legal fees mean that the victim will not pay unless they have sufficiently high
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(a)

(b)

(c)

Figure 7.3: Overlap of different equilibria for different parameters.
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belief that data was exfiltrated. We, thus, see equilibrium A2. Otherwise, the
types of equilibria we observe in our second example, as a function of kN and
kD, are similar to those in our first example.

There are two interesting findings we will highlight from these examples.
Consider our first example with kD = 2.4 and kN = 2.5. As we have discussed,
there are two types of pooling equilibria for these parameters: B1 with signaling
and C1 with no signaling. The criminal’s expected payoff is 3.11with equilibrium
B1 and 5.55 with equilibrium C1. Clearly, therefore, the criminal would prefer
equilibrium C1 over B1. This is because they avoid the cost of signaling data
exfiltration. Criminals, however, have limited influence over which type of equi-
libria will emerge because it will depend on norms and historical precedence.
It is possible, therefore, that a B1 equilibrium could emerge, in which criminals
signal data exfiltration, even though this equilibrium is not the one they would
prefer.

The second finding we would highlight is that an increase in kN can, perhaps
counter-intuitively, lead to an increased expected payoff for the criminal. To
illustrate, consider the first example with kD = 1 and kN = 2.5. In our example
this leads to equilibrium B1 with expected payoff for the criminal of 3.95. The
low cost to signal data exfiltration (even if data is not exfiltrated) results in a
pooling equilibriumwhere the criminal signals irrespective of type. Now suppose
kN = 7.5. In this case we obtain equilibrium A1 with an expected payoff for the
criminal of 4.95. The increase in kN increases the expected payoff of the criminal
because it makes it easier for them to send a credible signal of data exfiltration.
Hence, they are able to extract a higher ransom when of type DE. Also, the type
NDE criminal no longer incurs the cost of signaling.

For different parameter ranges and increase in kN can lower the expected
payoff of the criminal. The general point, therefore, is that care is needed in eval-
uating interventions aimed at disrupting the criminal’s business model. An in-
crease in the costs of signaling data exfiltration can benefit the criminals by either
making signals more credible and/or removing the incentives to send costly sig-
nals of data exfiltration.

7.5.3 Calibrating Parameter Values
For our third example we look to calibrate the parameters of the game, drawing
on the data described in Section 2 with the objective to identify the most likely
equilibria we would observe in the field.

1.Probability of data exfiltration α: Most criminals in our dataset try to ex-
filtrate data [39]. This seems in line with a Dutch whitepaper where 7
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IR companies mentioned that in most ransomware attacks of there clients,
data was exfiltrated [38]. This points to a high value of α. Data from Cov-
eware in 2022 suggests that around 80% of ransomware attacks involve
data exfiltration [17]. This, however, will include cases where the data ex-
filtrated could be deemed non-sensitive and of little value. The appropriate
value of α in our model will, thus, be lower than such upper bounds. We
suggest that setting α = 0.6 strikes a reasonable balance.

2. Recovery cost V versus legal fees L: A key determinant of the type of equi-
librium we obtain in our model is the relationship between V and L (see
Table 7.3). There are various costs to paying a ransom that would contrib-
ute to L. These include prohibition and checks that payments are consist-
ent with sanction legislation.§ There are also costs to ransom negotiation
and sourcing crypto-currency. Furthermore, there is evidence of negative
psychological and moral consequences of paying [11, 14]. The simple real-
ity, however, during the rapid rise of ransomware, is that a large proportion
of victims pay the ransom. This trend predates the emergence of double-
extortion and so is strong evidence that V > L for most organisations. In
other words, the financial gain from recovering access to encrypted files
exceeds the costs of paying a ransom. This may be the case even if a busi-
ness has back-ups, given that return of the files may allow a more rapid
return to normal operations.
To give some perspective, The average financial loss reported by victims in
our dataset is 555,820 euro (sd=3 million euro). The average loss when
a ransom is paid is 399,098 euro (sd=0.8 million euro) while the average
loss when a ransom is not paid is 674,672 euro (sd=3.9 million euro);
a difference of around 275,000 euros. Furthermore, the average ransom
paid is 330,326 euro (sd=0.8 million euro). Combining these two pieces
of evidence, we might infer that V −L is around 300,000 euro on average.
In our calibration we, therefore, assume the recovery costs V are relatively
large.

3. Reputation cost T : Another key determinant of the type of equilibrium in
our model is the relationship between T and L and V . It is acknowledged
that double-extortion has resulted in increased incentives to pay ransoms

§To the best of our knowledge only the United States of America state North-Carolina prohibited
ransom payments by public entities. However, it is unclear what the penalty is and whether this
also applies to double-extortion ransomware [32]. More generally, it is not clear that sanctions are
a strong deterrent for payment [1].
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[46, 40]. Indeed, analysis of our data revealed the ransom requested with
data exfiltration is roughly 3 million euro and after negotiation roughly 1,7
million euro. Without data exfiltration the ransom was roughly 460,000
euro before negotiation and 135,000 euro without data exfiltration. This
points to significant concerns about reputational costs [45]. Payment of
a ransom does not, however, guarantee that data will not be leaked; nor
does it protect the business against reputation damage or regulatory fines
from the data breach [26]. We suggest, therefore, that the reputational
‘savings’ from paying a ransom are of secondary importance compared to
recovery costs. Reputation costs are likely to be similar to legal fees in
order of magnitude. Specifically, we set V > T and T = L.

4. kD versus kN : The negotiations of the attacks analysed in Section 2 showed
that some criminals did not send proof of data exfiltration even though ana-
lysis of logs established that data was exfiltrated. Likewise, in some cases
where it was show that data was most likely not exfiltrated, the criminals
said that data was exfiltrated. In most cases where is was considered likely
data was exfiltrated the criminal sent proof by means of a file tree. Taken
together, we will interpret evidence of signals being sent, as evidence that
the costs kD and kN are relatively low compared to L, V and T . However,
we will assume kN is relatively large compared to kD, because it is harder
to, for example, make a file tree if no data is exfiltrated.

5. Costs of attack c: It is hard to quantify the costs criminals incur during an
attack. [21] estimate the cost of a ransomware attack to be around 4,200
dollars. However, the cost of an attack seem to be related to so many
variables that it is hard to give a complete estimate. For example, when
the criminal is affiliated with a ransomware strain which is part of RaaS,
then most probably they have to pay a part of the profits to the ransom-
ware developers. On the other hand, the RaaS group helps with setting up
the infrastructure and tooling for data exfiltration. In our sample, RaaS is
more often associated with data exfiltration. This might indicate that the
costs of setting up a leak site and performing data exfiltration is too much
effort for an individual criminal. We elaborate on this case in the following
subsection. Here we assume the costs of the attack being relatively low
compared to V, T and L, based on [21].

Based on our calibration exercise we performed a simulation with α = 0.6,
T = L = 10 and V = 20. This takes into account that V > T,L. See Figure
7.3(c) for the set of equilibria. Since we expect signaling costs to be relatively low
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compared with the other parameters, we would expect the lower-left quadrant of
the graph to be most likely in real-life. This suggests equilibrium B1. Therefore,
we would expect an equilibrium where (in the ‘average’ attack) the criminals
signal that data is exfiltrated, whether data is exfiltrated or not, and the victim
pays. This means criminals incur the costs of signaling. It also, as we now discuss,
raises interesting questions about whether the criminals have an incentive to
exfiltrate data.

7.5.4 Increasing the Probability of Data Exfiltration
We consider B1 to be the most likely equilibrium in the field. In this case the
criminal can obtain ransom V + αT − L − ϵ. And the expected payoff of the
criminal is α(T − kD)− (1−α)kN + V −L− c+ ϵ. Since (with equilibrium B1)
αT > KN and kD < kN it holds that expected payoff is an increasing function
of α. That is, increasing α will increase the total expected payoff of the criminal.
We highlight, therefore, that while the criminals cannot extract a higher ransom
from a particular attack if they exfiltrate data, they can gain across many attacks
from a reputation for data exfiltration. We found cases where IR companies
mentioned the reputation of the ransomware group as a possible indicator of
data exfiltration: Although no evidence of data exfiltration is found during the
forensic analysis, this group is well known for exfiltrating data. Reputation will
be positively correlated with the value of α.¶

We extend our model to consider the case where the criminals can influence α
by putting effort and/or investments into the attack, denoted as investment cost
I. In this case the cost of an attack becomes a function of I: c(I). The higher
is I then the higher is α. Our signaling game is based on the assumption that
investment cost I and αmust be known, or common knowledge, before the game
begins. The intuition is that the victim must have an idea how much the criminal
has invested into data exfiltration and how that influences the probability of data
exfiltration, α.

We assume that the relationship between investment I and α to be concave:
initially the criminal has large investment cost. However, when the criminal
decides to invest in the attack, we argue that once the right tooling and infra-
structure is bought, additional investments would not increase the probability
of data exfiltration substantially. Therefore the relationship between investment
cost I and α is concave. While it is possible to utilize any concave function for our
purposes, we have chosen to employ the Cumulative Distribution Function of the

¶For game theoretic analysis of ransomware and reputation we refer to [33, 10].
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(a)

(b)

Figure 7.4: (a) Relationship between investment and α. (b) Relationship
between investment and total expected utility criminal

exponential distribution as an illustrative example (see Figure 7.4(a), λ = 1.5).

α(I) = 1− eλI (7.2)

Consequently, the expected payoff for the criminal in equilibrium B1 is:

UTotal = α(I)(T − kd)− (1− α(I))kN + V − L− c− I + ϵ (7.3)

Plotting the total expected payoff of the criminal against investment, there
seems an optimal investment which yield largest total expected payoff, see Figure
7.4(b). You can see that this results in an optimum value of α around 0.9. This

With parameters set to: T=10, kD=1, kN=3, L=0, V=0, c=0, ϵ=0.
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is higher than we assumed in our calibration (α = 0.6) but consistent with a
relatively high α. If we increase the investment costs of data exfiltration then the
optimal value of α is smaller. There are two other effects, however, we would
highlight as likely to result in a smaller α in practice:

(a) Law Enforcement officers have informally disclosed that there are case
studies where data exfiltration alerted the victim so that data encryption and
exfiltration was not possible. In our model this suggests that increasing I could
alert the victim so that they could quickly take action to stop the attack. Hence,
increasing I does not necessarily increase α, and so the optimal value of α for
the criminal may be correspondingly lower. In other words, the criminal may
accept a lower probability of exfiltration α in order to increase the likelihood of
the attack succeeding.

(b) If data exfiltration is costly the criminals might decide beforehand that
they will not exfiltrate data. They might consider that the effort and costs of
investments in infrastructure, and tooling might not be sufficient to cover the
profits from data exfiltration. The criminal could then randomize between zero
investment on some attacks and high investment on other attacks, to maximize
their overall payoff. Given that a victim would not know if the criminals invested
in data exfiltration in their particular attack, this again has the effect of lowering
the value of α from that seen in Figure 7.4.

Endogenizing variables of our model, such as α might be an interesting way
to generalize our model and could be the focus of further research.

7.6 Conclusion
7.6.1 Main Findings and Limitations
Our paper contributes to an understanding of the ransomware business model in
a setting with data exfiltration and double-extortion. It is often the case (maybe
typically the case) that the victim of a ransomware attack cannot know for sure
whether data has been exfiltrated, particularly in the initial aftermath of the at-
tack. If victims are willing to pay higher ransoms in the event of data exfiltration
then it could be in the criminal’s interests to signal data exfiltration. Drawing
on a dataset provided by the Dutch Police and an incident response firm, we
explored the issue of how credible victims find the claims of data exfiltration
by attackers. Our findings indicate that victims display varying levels of confid-
ence in whether data has actually been exfiltrated. Generally, the data suggests a
greater willingness-to-pay on the part of victims when they believe their data has
been compromised, incentivizing criminals to falsely claim that data has been
exfiltrated.
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We applied a signaling game model to analyse this information asymmetry,
focusing on the interaction between a victim and criminal and Bayesian equi-
librium strategies. Depending on various factors like the cost of sending signals
and the reputation cost of actual data exfiltration, we identified five stable equi-
libria of the game. These range from scenarios where the attacker only signals
when data is truly exfiltrated, to those where signals are sent or payments are
made irrespective of the actual data exfiltration, to those where no signals are
sent even if data is exfiltrated. Our analysis and calibration exercise suggests
that the most likely real-world equilibrium outcome involves criminals signaling
data exfiltration, whether or not exfiltration has actually occurred. Additionally,
our study indicates that it could be strategically advantageous for criminals to
invest more in attacks to enhance their chances of successful data exfiltration.

There are limitations in applying a game-theoretic framework to real-life situ-
ations. For instance, an assumption of common knowledge of game parameters
is strong; given that ransomware remains fluid there is little opportunity for
either victim or criminal to learn about each other through repeated interac-
tion. Moreover, quantifying signaling costs and determining the extent of falsely
generated credible signals pose challenges in real-life settings. Additionally, our
model does not account for certain externalities, such as ethical considerations
of the victim when deciding to pay the ransom, regardless of the costs or bank-
ruptcy risks. Furthermore, the model does not account for multiple attacks by the
criminal or the security behaviors of other potential victims, suggesting possible
avenues for further research.

Another limitation of our analysis is that it does not explicitly differentiate
between companies with and without recoverable data backups. Having recover-
able backups does significantly influence the decision-making process of paying
the ransom [37]. Therefore, our presented model misses an important factor in-
fluencing the decision to pay. Although the focus of the current study is only on
the data-exfiltration during ransomware attacks, the proposed game theoretical
models could be extended by differentiating situations with and without recov-
erable backups. A further way to extend our current game theoretic analysis is to
consider the private information of the victim. Attackers may not know the value
of the information in exfiltrated documents [38]. For instance, the documents
could be in a foreign language (from the criminals perspective) or there are to
many documents for the criminal to assess. In a companion paper we analyse the
value of private information of the victim and concluded that private information
decreases the payoff of the criminal and increases the payoff of the victim [36].

A final limitation to consider is the applicability of Nash equilibrium. While
Bayesian Nash Equilibrium describe an outcome in which no onewants to change
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their strategy, caution should be used in interpreting it as a prediction of beha-
vior [8]. We may observe systematic deviations from Nash equilibrium or con-
vergence on non-intuitive equilibria. Despite these limitations, we believe that a
game theoretic analysis can still give useful insight on the incentives that ransom-
ware criminals face. In our model we have seen the incentives for criminals to
signal data exfiltration even if no exfiltration exists. This suggests that victims
should be cautious of claims made by criminals, even if those claims seem cred-
ible. Importantly, there may be a ‘ripple effect’; the more businesses believe data
exfiltration has occurred when it did not, the more criminals have an incentive
to falsely claim they have exfiltrated data. At face value, this would suggest it
is in the victims interest to make it more costly for a ransomware criminal to
falsely claim that data has been exfiltrated. We have seen, however, that this
can have the perverse effect of benefiting the criminal (on average) because it
can increase ransom demands if data is exfiltrated. It is important, therefore, to
carefully consider the policy implications of our findings.

7.6.2 Recommendations for Policy Makers and Potential Vic-
tims

Our signaling game analysis yields several potential implications for policy
makers and victims:

1. Lowering the Probability of Data Exfiltration: Victims should employ
measures to decrease the likelihood of data exfiltration. In our model,
this decreases α, which was one of the most important factors in determ-
ining the profitability of ransomware. The following strategies can be
implemented to help achieve this:

1. Canary-files: Victims can introduce "canary-files" throughout their
network that generate alerts when copied or moved, thereby redu-
cing the likelihood of successful data exfiltration [38].

2. Server take-down: Engaging Law Enforcement to take down the server
to which data is exfiltrated can disrupt the criminal’s operations and
possibly prevent successful data exfiltration. Although the criminal
may have replicated the data on other servers, this action could leave
a trace for investigation.

3. Spiking data: Incorporating substantial amounts of fake data or de-
liberately contaminating the dataset can decrease the probability of
valuable data being stolen [34].
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2. Modifying Signal Credibility: Interventions aimed at altering the cost of sig-
naling data exfiltration should be considered. In our models, these where
variables kD and kN for when criminals did or did not exfiltrate data re-
spectively.

1. Increasing costs kN : Raising the costs associated with signaling data
exfiltration can lead to a separating equilibrium, potentially result-
ing in higher payoffs for criminals. Paradoxically, investing in robust
monitoring and logging systemsmay inadvertently increase the profit-
ability of ransomware attacks. Criminals become more credible when
they can provide a reliable signal, potentially justifying larger ransom
demands. Therefore, increasing the costs of kN does not seem an ef-
ficient defensive strategy on its own. To be effective it needs to be
coupled with lowering the probability of data exfiltration α. If the
probability of data exfiltration is low then an increase in signaling
costs can disrupt the criminals profits because it becomes more read-
ily apparent that data exfiltration has not taken place.

2. Increasing costs kD: The criminals profit can be disrupted by efforts
to increase the costs of signaling actual data exfiltration. However,
implementing this approach may prove challenging. In our model,
kD represents the cost of analysing the data to provide a credible
signal, and the opportunity costs of pursuing subsequent attacks. Ex-
tending the negotiation process or demanding extensive amount or
time consuming evidence of data exfiltration might increase the costs
of signaling. This strategy aligns with empirical evidence suggesting
that prolonging negotiations can result in reduced ransom demands
[39]. However, it remains unclear whether criminals will easily accept
additional demands for evidence of data exfiltration.

3. Spillover Effects of Defensive Measures: It is crucial to recognize the ex-
ternality effect resulting from victims defending their sensitive data. The
results of this study indicate that increased data protection measures bene-
fit not only individual businesses but also other organizations possessing
vulnerable data. In particular, the more businesses invest in preventing
data exfiltration the lower will be the population probability of data ex-
filtration α. As we have said, a decrease in α is an effective way to disrupt
the criminal business model. Policy makers should acknowledge this pos-
itive externality effect and consider providing government support for cy-
ber security investments. Neglecting this aspect may result in suboptimal
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levels of cyber security prevention and recovery investments by businesses
compared to the social optimum.

4. Prohibition of Ransom Payments or tighter regulation: Our framework
does not directly capture the different pros and cons of banning ransom
payments. It can, however, give insight if we think of the legal fees
parameter, L, in our model. The higher is L then the lower the ransom
the criminal can extract. Thus, banning ransom payments, to the extent it
increases legal fees and fines, could be seen as beneficial, because it lowers
the criminal’s profit. However, a legal prohibition could drive ransom
payments underground, and inadvertently lower the legal fees L because
victims no longer seek the advice of lawyers and negotiators. Exploring
the effect of secret ransom payment on social welfare could be a valuable
direction for future research.
As we have just argued, an increase in legal fees, which could include legal
costs, but also negotiation costs and psychological costs, decreases the size
of ransom. High legal fees, thus, disrupt the criminals profit. They do
not, however, benefit the victim because they merely mean the victim is
paying fees rather than ransom. One way to think of this from a societal
perspective is in terms of regulation (short of banning payments). Higher
levels of regulation (e.g. carefully enforced sanctions lists or requirements
to alert law enforcement) would have the consequence of increasing L.
The ideal would be to do this in a way that decreases ransom payments
without driving ransom payments ‘underground’.

In conclusion, our analysis provides valuable policy insights for addressing
the challenges posed by double-extortion ransomware attacks. Implementing
measures to lower the probability of data exfiltration and manipulating signal
credibility can help mitigate the impact of such attacks. Additionally, policy-
makers should consider the externality effect of increased data protection efforts
and explore avenues for supporting cyber security investments to ensure social
welfare is maximized.

7.6.3 Ethics
In conducting our research, we strictly adhere to the ethical principles outlined in
the Menlo report [4], which includes the following criteria: respect for persons,
beneficence, justice, and respect for law and public interest.

Respect for Persons: We prioritize the autonomy and agency of individuals
involved in our research. Cases were anonymized and no personal identifiable
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information is disclosed in this chapter. Our aim is to equip victims with effective
methods to enhance their defensive mechanisms against cyber attacks.

Beneficence: Our research is guided by the principle of "do no harm" and
aims to maximize probable benefits while minimizing potential harms. We con-
duct a thorough assessment of the risks and benefits associatedwith our research.
Although the study of criminal decision-making risks of educating the criminal,
we base our research on the principle of full-disclosure. Considering the entire
study, we estimate that our model better informs victims and policy makers how
to take preventive measures to prevent further harm than it educates criminals.

Justice: We uphold principles of fairness and equal consideration throughout
our research. We strive to ensure that each individual is treated equitably and
that the benefits resulting from our research are distributed to (potential) vic-
tims, companies and policy makers to prevent further harm of double-extortion
ransomware.

Respect for Law and Public Interest: We conduct our research with a strong
commitment to legal compliance and transparency. We engage in legal due dili-
gence with the Dutch Police and IR company to ensure that our research adheres
to applicable laws and regulations. Permission was granted to use their data after
anonymizing victims and showing that no personal identifiable information is
used in this chapter.
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Appendix: Proof of Propositions
Proposition 1 If V > L and kD < T < kN there is a Bayesian equilibrium
satisfying the D1 Criterion of the type A1. If V < L and kD < T + V − L < kN

there is a Bayesian equilibrium satisfying the D1 Criterion of the type A2.

Proof of Proposition 1. Equilibrium A1 can formally be written as follows: The
criminal chooses to (i) Signal and set RS = T + V − L − ϵ if type DE, and (ii)
No Signal and set RNS = V − L − ϵ if type NDE. The victim chooses (i) Pay if
the criminal chooses Signal and asks ransom R ≤ RS , (ii) No Pay if Signal and
R > RS , (iii) Pay if No Signal and R ≤ RNS , and (iv) No Pay if No Signal and
R > RNS .

Consider the victim. Suppose the criminal has chosen signal and ransom RS .
The Bayesian updated belief of the victim should be µ(DE|S) = 1. The expected
payoff of the victim if they Pay is U = −RS − L = −T − V + ϵ. The expected
payoff if they choose No Pay is U = −T − V . It is, thus, optimal to pay.

Suppose the Criminal has chosen No Signal. The Bayesian updated belief of
the victim in this case is µ(NDE|NS) = 0. The expected payoff of the victim if
they Pay is U = −RNS − L = −V + ϵ. The expected payoff if they choose to No
Pay is U = −V + ϵ. This implies that it is optimal for the victim to pay if L < V
and optimal to Not Pay if L ≤ V .

Consider now the incentive of the criminal. Suppose the criminal is type τ =
DE. On the equilibrium path they receive payoff U = T +V −L−ϵ−c−kD. We
argue that, if the criminal chooses Signal, then they cannot gain from choosing
R ̸= RS , provided RS > 0: If they choose a ransom R < RS then the victim pays
a smaller ransom, and if R > RS then the victim does not pay and the criminal
has payoff U = −c − kD. We have RS > 0 if T + V > L. We also argue the
criminal cannot gain from choosing No signal. In doing so, we distinguish two
cases L > V and V > L. If L > V then the maximum ransom the victim is
willing to pay is negative. Hence, the victim will choose No Pay and the criminal
has payoff U = −c. It is, thus, optimal to Signal if T+V −L > kD. If L < V then
the victim will pay a ransom up to R = V −L− ϵ. The criminal can do no better
than set ransom R = V −L− ϵ. Thus, the criminals payoff is U = V −L− ϵ− c.
It is, thus, optimal to Signal if T > kD.

Suppose the criminal is type τ = NDE. The argument above naturally ex-
tends to this case, except we now derive, respective, conditions T > kN > kD

and T+V −L > kN > kD. Proving µ(NDE|NS) = 0 is trivial: in the separating
equilibrium the strategy of the Criminal is type τ = NDE is to not signal and
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for type τ = DE to signal. Therefore µ(NDE|NS) = 0 and µ(DE|S) = 1 is
consistent with the strategy of the criminal in the equilibrium.

Equilibrium A2 can formally be written as follows: The criminal chooses to
(i) Signal and set RS = T + V − L − ϵ if type DE, and (ii) No Signal and set
RNS = 0 if type NDE. The victim chooses (i) Pay if the criminal chooses Signal
and asks ransom R ≤ RS , (ii) No Pay if Signal and R > RS , (iii) No Pay if No
Signal and R ≥ RNS . The arguments for the proof of existence of equilibrium
A1 can naturally be applied to show proof of the existence of equilibrium A2.

Proposition 2 If (a) V > L and αT > kN , or (b) V + αT > L > V and αT +
V −L > kN there is a signaling equilibrium satisfying the D1 Criterion of the type
B1.

Proof of Proposition 2. The equilibrium has the following properties: The
criminal chooses Signal and RS = αT +V −L−ϵ if τ = NDE and τ = DE. The
victim chooses (i) Pay if Signal and R ≤ RS , (ii) No Pay if Signal and R > RS ,
(iii) Pay if No Signal and R ≤ V − L − ϵ, and (iv) No Pay if No Signal and
R ≥ V − L.

Consider the victim. Suppose the Criminal has chosen Signal and ransom
RS . The Bayesian updated belief of the victim should be µ(DE|S) = α. So, the
expected payoff of the victim if they Pay is U = −RS − L = −αT − V + ϵ. The
expected payoff if they choose No Pay is U = −αT − V . It is, thus, optimal to
pay.

Suppose the Criminal has chosen No Signal. For now we assume the belief
of the victim is µ(DE|NS) = 0. Suppose the ransom is R = V − L − ϵ. The
expected payoff of the victim if they Pay the ransom is U = −V +ϵ. The expected
payoff if they choose No Pay is U = −V . It is, thus, optimal for the victim to Pay.

Consider now the incentive of the criminal. Suppose the criminal is type τ =
DE. On the equilibrium path they receive payoff U = αT+V −L−ϵ−c−kD. We
argue that, if the criminal chooses Signal, then they cannot gain from choosing
R ̸= RS , provided RS > 0: If they choose a ransom R < RS then the victim pays
a smaller ransom, and if R > RS then the victim does not pay and the criminal
has payoff U = −c − kD. We have RS > 0 if αT + V > L. We also argue the
criminal cannot gain from choosing No signal. In doing so, we distinguish two
cases L > V and V > L. If L > V then the maximum ransom the victim is
willing to pay is negative. Hence, the victim will choose No Pay and the criminal
has payoffU = −c. It is, thus, optimal to Signal if αT+V −L > kD. IfL < V then
the victim will pay a ransom up to R = V −L− ϵ. The criminal can do no better
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than set ransom R = V −L− ϵ. Thus, the criminals payoff is U = V −L− ϵ− c.
It is, thus, optimal to Signal if αT > kD.

Suppose the criminal is type τ = NDE. The argument above naturally ex-
tends to this case, except we now derive, respective, conditions αT > kN > kD

and αT + V − L > kN > kD.
It remains to show that µ(DE|NS) = 0. Here, we invoke the D1 Criterion.

Consider V > L. Suppose that the criminal chooses No Signal and ransom
demand R > 0. Let p be the probability that the victim will pay. The type
τ = DE will receive a weakly higher payoff than in equilibrium if

pDE ≥ αT + V − L− kD

R
.

The type τ = NDE will receive a strictly higher payoff than in equilibrium if

pNDE >
αT + V − L− kN

R
.

Given that kN > kD we have pNDE < pDE . Thus, type τ = DE can be elim-
inated using the D1 Criterion. It follows that µ(DE|NS) = 0 is consistent with
the D1 Criterion.

Proposition 3 If V + αT > L and (1 − α)T < kD there exists a signaling equi-
librium satisfying the D1 Criterion of the type C1. If V + αT > L > V and
T + V −L < kD there exists a signaling equilibrium satisfying the D1 Criterion of
the type C2

Proof of Proposition 3.
Equilibrium C1 has the property: The criminal chooses Signal and RNS =

αT+V −L−ϵ if τ = NDE and τ = DE. The victim chooses (i) Pay if Signal and
R ≤ RS , (ii) No Pay if Signal and R > RS , (iii) Pay if No Signal and R < RNS ,
and (iv) No Pay if No Signal and R > RNS .

Consider the victim. Suppose the Criminal has chosen Signal and ransom
RS . The Bayesian updated belief of the victim should be µ(DE|S) = 1. So, the
expected payoff of the victim if they Pay is U = −RB − L = −T − V + ϵ. The
expected payoff if they choose No Pay is U = −T −V . It is, thus, optimal to pay.

Suppose the Criminal has chosen No Signal. For now we assume the belief
of the victim is µ(DE|NS) = α. Suppose the ransom is RNS = αT + V −L− ϵ.
The expected payoff of the victim if they Pay the ransom is U = −αT − V + ϵ.
The expected payoff if they choose No Pay is U = −V . It is, thus, optimal for the
victim to Pay if (1− α)T < kD.
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Consider now the incentive of the criminal. Suppose the criminal is type
τ = DE. On the equilibrium path they receive payoff U = αT+V −L−ϵ−c. We
argue that, if the criminal chooses Signal, then they cannot gain from choosing
R ̸= RNS , provided RNS > 0: If they choose a ransom R < RNS then the victim
pays a smaller ransom, and if R > RNS then the victim does not pay and the
criminal has payoffU = −c−kD. We haveRNS > 0 if αT+V > L. We also argue
the criminal cannot gain from choosing No signal. In doing so, we distinguish
two cases L > V and V > L. If L > V then the maximum ransom the victim is
willing to pay is negative. Hence, the victim will choose No Pay and the criminal
has payoff U = −c. It is, thus, optimal to Signal if αT + V − L > kD. If L < V
then the victim will pay a ransom up to R = αT + V − L− ϵ. The criminal can
do no better than set ransom R = αT + V −L− ϵ. Thus, the criminals payoff is
U = αT + V − L − ϵ − c. It is, thus, optimal to Not Signal if (1 − αT ) < kD or
V + T − L < kD.

Suppose the criminal is type τ = NDE. The argument above naturally ex-
tends to this case, except we now derive, respective, conditions (1−αT ) < kD <
kN and T + V − L < kD < kN .

It remains to show that µ(DE|S) = 1. Here, we invoke the D1 Criterion.
Consider V > L. Suppose that the criminal chooses Signal and ransom demand
R > 0. Let p be the probability that the victim will pay. The type τ = DE will
receive a weakly higher payoff than in equilibrium if

pDE ≥ T + V − L− kD

R
.

The type τ = NDE will receive a strictly higher payoff than in equilibrium if

pNDE >
T + V − L− kN

R
.

Given that kN > kD we have pNDE < pDE . Thus, type τ = NDE can be
eliminated using the D1 Criterion. It follows that µ(NDE|S) = 0 is consistent
with the D1 Criterion. It follows that µ(DE|S) = 1 is consistent with the D1
Criterion.
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Chapter 8

Double Deception in Double-Extortion Ransomware

In this chapter we model two important sources of asymmetric information between
victim and attacker: (a) Victims are typically uncertain whether data is exfiltrated,
due to for example misconfigured monitoring systems. (b) It is hard for attackers
to estimate the value of compromised files. We use game theory to analyse the
payoff consequences of such private information. Specifically, we analyse a signaling
game with double-sided information asymmetry: (1) attackers know whether data
is exfiltrated and victims do not, and (2) victims know the value of data if it is
exfiltrated, but the attackers do not.
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8.1 Introduction
The last decade has seen a rapid rise in crypto-ransomware attacks impacting
individuals, businesses, charities and public organisations [8, 7, 26, 13, 27, 31].
Crypto-ransomware, or ransomware for short, is broadly defined as the use of
crypto-techniques to encrypt the files of a victim, after which the attackers ask
for a ransom to decrypt the files [38, 23]. Ransomware has proved highly profit-
able for criminal gangs, primarily because many victims pay the ransom in order
to receive the decryption keys [29, 25]. It has also proved highly disruptive for
business and society, leading to an increasing policy focus on how to disrupt the
business model of criminals. The ransomware gangs, however, are continually
evolving their strategy, not only in terms of technical sophistication but also eco-
nomic sophistication, to maximize gains [16].

Since roughly 2019, ransomware groups have been experimenting with
double-extortion [14, 6]. In this case the attackers not only encrypt files, but
also exfiltrate data with the purpose to sell or publish the data if the victim does
not pay [20, 19, 27, 23]. The criminals can, thus, extort the victim for access to
the decryption key and to avoid data leak. Double-extortion has been shown to
increase the ransom requested and ransom amount paid [24, 26]. Specifically,
Meurs et al. [26] analysed 353 ransomware attacks reported to the Dutch Police
and found a significant positive effect of data exfiltration on ransom requested.
In a follow-up study, Meurs et al. [25] analysed 429 ransomware attacks re-
ported to the Dutch Police and an Incident Response company. They applied a
two-step statistical procedure to measure how data exfiltration influences both
the frequency of ransom payments and the ransom amount paid. No significant
effect of data exfiltration on frequency of ransom paid was identified. How-
ever, the ransom amount paid was 5.5 times larger with data exfiltration than
without data exfiltration. This trend aligns with the observations of Matthijsse
et al. [23], who reported that cyber security experts consider double-extortion
tactics to have become a standard modus operandi among ransomware crimin-
als.

Given the prevalence of double-extortion, one important issue for victims of a
ransomware attack is determining whether data was exfiltrated [24]. Due to the
deletion of log files by attackers, or misconfigured monitoring systems, victims
often do not know whether data was exfiltrated [33, 34]. This means that an
attacker who has not exfiltrated data can still threaten the publication of data,
to get a larger ransom paid. On the flip side, the claims of an attacker that has
exfiltrated data may be viewed as less-credible, empty threats, by the victim.
Attackers are, thus, increasingly trying to send credible signals that data was
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exfiltrated. For instance, to back up their claim, some attackers send evidence
of exfiltration by means of a file tree of the exfiltrated data or a couple of files.
Such signals could, however, still be sent, even if at a higher cost, by attackers
who have not exfiltrated data.

Meurs et al. [24] explored this one-sided information asymmetry with a game
theoretic signaling game. In the signaling game, the attacker learns whether
data is exfiltrated or not and then decides whether to send a signal to the victim,
or not. Calibrating their results with empirical data, the authors concluded that
a pooling equilibrium is most likely in real-life, where attackers send a signal
of data exfiltration, regardless of actual data exfiltration. The authors, thus,
concluded that victims should be sceptical when attackers claim that data is
exfiltrated. Moreover, criminals benefit from their private information. In this
chapter we extend the game theoretic approach by taking into account a further
important information asymmetry between victim and criminal.

In practice it is hard for attackers to determine the value of encrypted files
for the victim. The filenames and files which contain text are often in a foreign
or technical language, and the sensitivity of data is difficult to judge without
insider understanding. Furthermore, it takes effort to estimate the importance
of, potentially, millions of files. Attackers are, therefore, likely to be imperfectly
informed of the value of files, even if data is exfiltrated. Combined, therefore,
we have two information asymmetries in double-extortion ransomware attacks.
First, the victim does not know whether data was exfiltrated or not, but the
attacker does. Second, the victim knows whether potentially exfiltrated data is
valuable or not, but the attacker does not. Here, we define valuable data for the
victim, as data which would result in large reputation costs if made accessible
for the general public, competitors or similar.

To our knowledge, no previous studies have modelled this two-sided inform-
ation asymmetry of data exfiltration, and analysed how it impacts the profitab-
ility of attacks. Most empirical [26] and game-theoretical modeling [20, 19]
of double-extortion ransomware has focused on the extra profits for attackers
by conducting data exfiltration and encryption, compared to only data encryp-
tion. We address the relationship between the uncertainty of data exfiltration
and profitability by analysing a signaling game. Signaling games provide a way
to model a strategic game with incomplete information and sequential choice
[10, 15, 1, 22, 30]. The basic premise is that a player holding extra information
could try to influence the other players by sending a credible signal of their in-
formation. Signalling games provide a natural framework with which to explore
double-extortion and the payoff consequences of asymmetric information. For a
more detailed explanation of signaling games we refer to Osborne [30].
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The value in studying double-extortion ransomware through the lens of game
theory is to better understand how the business model of the criminals can be
disrupted. In our setting, the victims will pay a ransom if it is financially be-
neficial to do so. Disruption of the business model, thus, comes from lowering
the ransom that victims would be willing to pay. The implicit assumption is that
lower ransoms would make ransomware less appealing for the criminals. A spe-
cific focus of the current paper is to analyse whether private information on the
part of the victim, on the value of encrypted files, results in lower equilibrium
ransoms. We find that it does. Private information can, thus, be one instrument
to disrupt the ransomware business model and lower criminal profits. In prac-
tical terms this means victims should reveal as little as possible about the value
of encrypted files, either through private negotiation or public communication.

Our work provides the following key contributions: First, we provide a game-
theoretical framework to analyse the double-sided information asymmetry in
double-extortion ransomware attacks. The framework consists of a signaling
game, wherein the attacker can send a costly signal of data exfiltration that can
inform the victim’s beliefs and payment decision. Second, we identify four sep-
arating and eight pooling equilibria of the game and their underlying conditions.
The type of equilibria that exists in the game will depend on the parameters of
the game, particularly the cost of signaling data exfiltration, the cost to recover
files without decryption, the reputation loss from data leakage, and the probab-
ility the victim’s files contain valuable data. We identify the factors determining
how much surplus the attacker can extract from the victim. Third, we analyse
the impact that private information of the victim has on the profitability of the
attack. Through examples, we show that the payoff loss to the criminal from
now knowing the value of files can range from zero to over 20%.

We remark that our paper adds to a growing literature using game theory to
analyse the ransomware decision process [5, 11, 4, 9]. Prior game-theoretical
studies have focused on the interaction of ransomware and victim’s decision to in-
vest in security measures like backups or insurance [38, 2, 32, 36]. For instance,
Laszka, Farhang and Grossklags [17] focused on modeling the ransomware eco-
system as a whole and how backup decisions affect the ransomware ecosystem.
Vakilinia et al. [35] take a different approach in exploring how a double sided
auction can facilitate the negotiation between attacker and victim to achieve a
‘fair’ ransom. Galinkin [11] analyses measures that an attacker can disrupt the
business model of the attackers by lowering the profitability of ransomware at-
tacks. The main intervention suggested is that of back-ups. We note, however,
that in a setting with double-extortion, back-ups are not enough to combat the
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ransomware threat. We must also consider the reputational costs from the pub-
lication of exfiltrated data.

We proceed as follows. In Section 2 we introduce the signalling game. In
Section 3 we provide our main results. In Section 4 we conclude.

8.2 Signaling Game
We consider a two-player game between a criminal, henceforth called the at-
tacker, and a victim. In application we will focus on the victim being an organ-
isation but our analysis does not preclude the victim being an individual. We
take as given that the victim has been subject to a ransomware attack and their
data has been encrypted. The attacker is demanding a ransom for the decryption
key.

If the victim does not pay the ransom then it will cost VP to recover nor-
mal operations. The size of VP will depend on a range of factors such as the
availability of (functional) back-ups, the victim’s reliance on the encrypted files
for day-to-day operations, and the speed with which the organisation can re-
turn to normal operations. If the victim does pay the ransom then we assume
the attackers will provide the decryption key and it will cost VNP for the victim
to restore normal operations. The size of VNP may include factors such as the
cost of decrypting files and the speed with which they can be decrypted. From a
game theoretic point of view, the predictions of our model depend solely on the
difference in recovery cost from paying versus not paying VP − VNP . Thus, to
simplify the model, and without loss of generality, we set VNP = 0 and VP = V .
We make the very mild assumption that V ≥ 0 and so access to the decryption
key cannot increase recovery costs. We will comment below on the case V = 0
where the decryption key is essentially ‘worthless’.

We take it as given that, as well as encrypting files, the attacker attempted to
exfiltrate data of the victim. We model two forms of asymmetric information or,
equivalently, incomplete information between the victim and attacker:

• The attempt to exfiltrate data may or may not have been ‘successful’. Let α
denote the prior probability that data was exfiltrated. Crucially, we assume
that the attacker knows if data is exfiltrated but the victim does not know.
The incomplete information of the victim means the criminal can threaten
to publish data even if no data was exfiltrated. In modelling games of in-
complete information it is standard to distinguish (Harsanyi) types of a
player [12, 10]. In this case the attacker can be of type ‘data was success-
fully exfiltrated’ or type ‘data was not exfiltrated’. We use the terms DE
and NDE, respectively, to distinguish the type of attacker.
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• Exfiltration of data will cause reputational damage to the victim. Crucially,
we assume that the victim knows the size of this damage but the criminal
does not. For instance, the victim knows whether the data includes sensit-
ive information about customers, employees etc. We assume that there are
two types of victim: those with sensitive data, called high type, and those
without, called low type. If exfiltrated data were to be leaked then the
victim would incur reputation costs T1 or T0 < T1 depending on whether
they are high or low type, respectively. If the data is not leaked then we
assume there is no reputation cost. The prior probability the victim is high
type is β.

The game has three stages.

1. Following the approach of Harnsanyi [12], Nature determines the type of
the victim (high or low type) and the type of the criminal (data exfiltrated
or no data exfiltrated) in Stage 1 of the game. The victim learns their type
(with probability β they are high type), and the attacker learns whether
data was exfiltrated (with probability α it is exfiltrated).

2. In stage 2 the attacker chooses (a) whether or not to send a signal that
data has been exfiltrated, and (b) the size of ransom demand. The signal
can, for instance, consist of a picture of the file tree of the exfiltrated data,
or a sample of exfiltrated data. The cost to the attacker of sending a signal
when data is exfiltrated is kD and the cost when data is not exfiltrated is
kN . We assume that it is more costly to send a signal if no data is exfiltrated,
hence, kD < kN . The attacker can choose any ransom demand. To simplify
notation we denote by RS the ransom demand of the attacker if they send
a signal and RNS the demand if no signal is sent.∗

3. In stage 3 the victim observes whether or not a signal was sent, and learns
the ransom demand. The victim then chooses whether to pay the ransom
or not. To simplify the analysis we assume an ultimatum bargaining game
in which there is no opportunity for negotiation. Thus, the victim is given
a take-it-or-leave it offer and the choice to pay or not ends the game.

∗The attacker could choose any ransom above 0 for any combination of both own type and signal.
So, suppose, more generally, we denote by RS

DE , RS
NDE , RNS

DE and RNS
NDE the ransom of a type

DE or NDE if they signal or do not signal. There cannot be an equilibrium in which an attacker of
type DE and NDE signal and RS

NDE ̸= RS
DE ; this would reveal the attacker if type NDE and, thus,

make their signal ineffective. Similarly, there cannot be an equilibrium in which an attacker of type
DE and NDE would not signal and RNS

NDE ̸= RNS
DE ; this would again reveal the attacker if type NDE

and lower the ransom the victim would rationally pay.
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Table 8.1: Variables used in the data exfiltration signaling game

Variable Description
Attacker RS Ransom when signaling

RNS Ransom when not signaling
kD Cost of signal with data exfiltration
kN Cost of signal without data exfiltration
β Probability of data being valuable

Victim T1 Reputation cost for valuable data
T0 Reputation cost for non-valuable data
V Recovery cost without decryption key
L Legal fees of paying ransom
α Probability of data exfiltration
µ Belief on probability of data exfiltration
ϵ The smallest unit of currency

The prior probability of data exfiltration α is assumed to be common know-
ledge to attacker and victim. This means that in stage 3 of the game the victim
can form a belief on the probability that data was exfiltrated. This belief will be
based on prior belief α together with the observed action of the criminal in stage
2 to signal or not (along with the ransom demand). Let µ denote the updated
belief of the victim. The value of µ will be determined. The prior probability the
victim is high type β is also assumed to be common knowledge to attacker and
victim.

The variables of the game are summarized in Table 8.1. One additional vari-
able we introduce is L ≥ 0 which captures the legal fees and costs (including
psychological and moral) of paying a ransom. We also introduce variable ϵ to
represent the smallest unit of currency. This will allow us to characterise the
optimal ransom in a more succinct way. We exclude from the analysis any fixed
costs incurred by the attacker and victim that are not dependent on the strategic
elements of the game. For instance we do not include the cost to the attacker of
implementing the attack. We can exclude such costs, without loss of generality,
because they will not influence the equilibrium outcomes of the game. We depict
the game in Figure 8.1.
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Nature

α

1-α

DE
RS , Signal

NDE
RS , Signal

RS − kD,−RS − L
Pay

−kD,−T1 − V
No Pay

RS − kN ,−RS − L
Pay

−kN ,−V
No Pay

Victim

RNS , No Signal

RNS , No Signal

RNS ,−RNS − L Pay

0,−T1 − V No P
ay

RNS ,−RNS − L Pay

0,−V No P
ay

Victim

Case T1 (Prob. β): Important files exfiltrated.

Nature

α

1-α

DE
RS , Signal

NDE
RS , Signal

RS − kD,−RS − L
Pay

−kD,−T0 − V
No Pay

RS − kN ,−RS − L
Pay

−kN ,−V
No Pay

Victim

RNS , No Signal

RNS , No Signal

RNS ,−RNS − L Pay

0,−T0 − V No P
ay

RNS ,−RNS − L Pay

0,−V No P
ay

Victim

Case T0 (Prob. 1-β): No important files exfiltrated.

Figure 8.1: Description of the game.
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8.3 Results

In the following we solve for Bayesian equilibria of the game [10]. Informally, a
Bayesian equilibrium has the property that both attacker and victim: (1) max-
imise their expected payoffs given their beliefs and the strategy of the other, (2)
update their beliefs using Bayes rule. Thus, in equilibrium, players appropriately
interpret information, and have no incentive to change their actions given their
beliefs and the actions of the other player. It is standard to consider Bayesian
equilibria as a benchmark solution concept in signalling games to capture and
analyse the incentives of players [15].

We focus on Bayesian equilibria that satisfy the, so called, D1 Criterion [10].
To briefly explain the motivation for this refinement, we remark that if players
act consistent with a Bayesian equilibrium then there may be nodes with zero
probability of being reached. A Bayesian equilibrium does not tie down beliefs at
such nodes because Bayes rule is indeterminate. The D1 Criterion is used to place
‘common sense’ restrictions on beliefs. Specifically, The D1 Criterion imposes
extra conditions on beliefs by saying that any deviation from the equilibrium
path is assumed to be done by the type with the most incentive to deviate [3].

The D1 Criterion is useful to rule out equilibria sustained by ‘non-intuitive
beliefs’ [15]. For instance, consider a candidate equilibria in which the attacker
chooses to not signal if they are type DE or NDE. On the equilibrium path the
attacker should not signal. Thus, Bayes rule does not impose any restrictions
on beliefs if the attacker does signal. Yet, informally, as we shall below, a type
DE has the most incentive to deviate and signal. The D1 Criterion would, thus,
require the victim to believe the deviation was by a type DE. This rules out ‘non-
intuitive’ equilibria that are only sustained by the victim believing a signal of
data exfiltration must indicate that data was not exfiltrated.

To focus the analysis on what we believe are the most realistic cases, we
distinguish and characterize three broad types of equilibrium: (a) separating
equilibria in which the type DE signals data is exfiltrated and the type NDE does
not, (b) a pooling equilibria in which both the type DE and NDE signal that data
is exfiltrated, and (c) a pooling equilibria in which both the type DE and NDE
do not signal that data is exfiltrated. We exclude from analysis hybrid equilib-
ria in which the attacker randomises their actions. In the following we discuss
separating and pooling equilibria in turn before analysing the impact of private
information. Throughout, we assume that if the victim is indifferent between
paying and not paying then they will not pay.
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8.3.1 Separating Equilibrium
A separating equilibrium has the basic characteristic that the attacker signals
data exfiltration if they are of type DE (i.e. data was exfiltrated) and does not
signal if they are of type NDE (i.e. data was not exfiltrated). The existence
of a separating equilibrium and the exact form of any equilibrium will depend
on the parameters of the game. In total, we identified four types of separating
equilibria that can exist, which we will label A1-A4. These are summarised in
Table 8.2. As you can see the equilibria differ by whether or not the victim pays
the ransom. In equilibrium A1 the victim pays irrespective of their type and
whether the attacker signals. In equilibrium A2 the victim pays unless they are
the low type and the attacker signals. In equilibrium A3 the victim pays the
ransom if the attacker signals but does not pay the ransom if the attacker does
not signal. In equilibrium A4 the victim only pays if they are a high type and the
attacker signals.

Equilibrium Attacker Victim
DE NDE T1 T0

Signal No signal Signal No signal
A1 Signal No signal Pay Pay Pay Pay
A2 Signal No signal Pay Pay No pay Pay
A3 Signal No signal Pay No Pay Pay No Pay
A4 Signal No Signal Pay No Pay No pay No pay
B1 Signal Signal Pay Pay Pay Pay
B2 Signal Signal Pay Pay No pay Pay
B3 Signal Signal Pay No pay Pay No pay
B4 Signal Signal Pay No pay No pay No pay
C1 No signal No signal Pay Pay Pay Pay
C2 No signal No signal Pay Pay No Pay Pay
C3 No signal No signal Pay Pay Pay No Pay
C4 No signal No signal Pay Pay No Pay No Pay

Table 8.2: Equilibria satisfying the D1 criterion in the signaling game.
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In all four equilibria A1-A4 the high type victim pays if they receive a signal
of data exfiltration. The equilibria differ in whether a low type victim pays if they
receive a signal of data exfiltration and/or whether the victim (high or low type)
pays if they receive no signal. To provide some intuition for the four equilibria
we identify three ransom demands that prove particularly relevant:

R∗
S0 = T0 + V −L− ϵ;R∗

S1 = T1 + V −L− ϵ;R∗
NS = max{V −L− ϵ, 0}. (8.1)

Informally, see the proof of Theorem 8.3.1 for the full details, R∗
S0 and R∗

S1 are
the maximum ransom the low type and high type, respectively, are willing to pay
if they believe data has been exfiltrated. While,R∗

NS is the maximum ransom the
victim is willing to pay if they believe data has not been exfiltrated. We readily
see that if V ≤ L the victim would not pay any positive ransom demand if they
know data has not been exfiltrated.

If data exfiltration is believed to have taken place then the high type is willing
to pay a larger ransom than the low type, R∗

S1 > R∗
S0. This provides a strategic

trade-off for the attacker: (a) if they ask for a high ransom,R∗
S1, then they extract

maximum surplus from the high type victim, but the low type will not pay the
ransom. (b) If they ask for a low ransom, R∗

S0, then both the low and high type
victim will pay the ransom but they do not fully extract surplus from the high
type. This trade-off between asking a high or low ransom can be captured by
the following term:

ΦS = β(R∗
S1−R∗

S0)− (1−β)R∗
S0 = β(T1−T0)− (1−β)(T0+V −L− ϵ). (8.2)

The first term in ΦS is the expected gain for the attacker from charging a high
ransom and extracting maximum surplus from the high type, while the second
term is the expected loss from charging a ransom the low type is not willing to
pay.

We are now in a position to state our first main result. As the preceding
discussion preempts we need to consider combinations of V ≷ L and Φ ≷ 0
giving rise to the four different cases and equilibria.

There exists a separating equilibrium satisfying the D1 criterion if and only
if the following conditions hold:

(A1) If L < V and ΦS < 0 then kD < T0 < kN .

(A2) If L < V and ΦS > 0 then kD < βT1 − (1− β)(V − L) < kN .

(A3) If L > V and ΦS < 0 then kD < T0 + V − L < kN .



8.3. RESULTS 257

(A4) If L > V and ΦS > 0 then kD < β(T1 + V − L) < kN .

Proof. We first consider the strategy of the victim. Suppose the attacker sends
a signal and ransom demand RS . Suppose the victim infers the attacker is type
DE. In other words, µ = 1. If the victim is low type and pays the ransom their
expected payoff is−RS−L. Their expected payoff if they do not pay is−T0−V . It
follows the low type victimwill optimally pay the ransom if and only if−RS−L >
−T0 − V or equivalently RS < T0 + V − L. They would, therefore, pay ransom
R∗

S0. If the victim is high type and pays the ransom their expected payoff is
−RS − L. Their expected payoff if they do not pay is −T1 − V . It follows the
high type victim will optimally pay the ransom if and only if RS < T1 + V − L.
They would, therefore, pay ransom R∗

S1. Given that T1 > T0 we also have that
the high type would pay ransom R∗

S0.
Now suppose the attacker does not send a signal and sets ransom demand

RNS . Suppose the victim infers the attacker is type NDE. In other words, µ = 0.
If the victim is low type and pays the ransom their expected payoff is −RNS −L.
Their expected payoff if they do not pay is −V . It follows the low type victim
will optimally pay the ransom if and only if −RNS − L > −V or equivalently
RNS < V − L. They would, therefore, pay ransom R∗

NS if V > L and not pay if
V < L. The same logic holds if the victim is high type.

We now consider the incentives of the attacker. Suppose the attacker is type
DE. Also suppose that on the equilibrium path they signal and set ransom R∗

S0.
Their expected payoff in equilibrium is π(S,R∗

S0) = T0 + V − L − ϵ − kD. In
exploring incentives to deviate from the equilibrium path, we first consider the
possibility the attacker signals but sets a different ransom demand RS ̸= R∗

S0.
If RS < R∗

S0 then the expected payoff of the attacker is π(S,RS) = RS − kD <
π(S,R∗

S0) and so the attacker receives a lower payoff than on the equilibrium
path. If R∗

S1 > RS > R∗
S0 (and µ = 1) then the high type victim would pay the

ransom but the low type victim would not. The expected payoff of the attacker
is, therefore, π(S,RS) = βRS − kD ≤ βR∗

S1 − kD. It follows the attacker prefers
the equilibrium path if and only if π(S,R∗

S1) ≤ π(S,R∗
S0) or, equivalently, β(T1+

V −L−ϵ) ≤ T0+V −L−ϵ. Rearranging gives the condition onΦS < 0. Reversing
this argument we can say it is on the equilibrium path for the attacker of type
DE to signal and set ransom R∗

S1 if and only if ΦS > 0.
We next consider the possibility that an attacker of type DE chooses to not

signal. Suppose they set ransom demandRNS (and are inferred to be type NDE).
Their expected payoff is at most π(NS,RNS) = R∗

NS . We then have four different
cases to consider. (a) Suppose V > L and R∗

S = R∗
S0. It follows the attacker

prefers the equilibrium path if and only if V − L− ϵ < T0 + V − L− ϵ− kD or,
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equivalently, kD < T0. (b) Suppose V > L andR∗
S = R∗

S1. It follows the attacker
prefers the equilibrium path if and only if V − L− ϵ < β(T1 + V − L− ϵ)− kD
or, equivalently, kD + (1 − β)(V − L − ϵ) < βT1. (c) Suppose V < L and
R∗

S = R∗
S0. It follows the attacker prefers the equilibrium path if and only if

0 < T0 + V −L− ϵ− kD or, equivalently, kD < T0 + V −L. (d) Suppose V < L
and R∗

S = R∗
S1. It follows the attacker prefers the equilibrium path if and only if

0 < β(T1 + V − L− ϵ)− kD or, equivalently, kD < β(T1 + V − L− ϵ).

Next suppose the attacker is type NDE. Extending the logic of the preceding
discussion there is no incentive for the attacker to choose a ransom other than
R∗

NS . We focus, therefore, on the incentive to signal and choose ransom demand
R∗

S . We again have four different cases to consider. (a) Suppose V > L andR∗
S =

R∗
S0. On the equilibrium path the attacker has expected payoff π(NS,R∗

NS) =
V − L − ϵ. It follows the attacker prefers the equilibrium path if and only if
V −L− ϵ > T0 + V −L− ϵ− kN or, equivalently, kN > T0. (b) Suppose V > L
and R∗

S = R∗
S1. It follows the attacker prefers the equilibrium path if and only if

V −L−ϵ > β(T1+V −L−ϵ)−kN or, equivalently, kN+(1−β)(V −L−ϵ) > βT1.
(c) Suppose V < L andR∗

S = R∗
S0. It follows the attacker prefers the equilibrium

path if and only if 0 > T0+V −L− ϵ−kN or, equivalently, kN > T0+V −L. (d)
Suppose V < L and R∗

S = R∗
S1. It follows the attacker prefers the equilibrium

path if and only if 0 > β(T1+V −L− ϵ)− kN or, equivalently, kN > β(T1+V −
L− ϵ).

It remains to check the D1 criterion is satisfied. The only game path we
need to consider in any detail is that where the attacker does not signal and sets
ransom RNS ̸= R∗

NS . We have assumed the victim will infer the attacker is type
NDE. Given that KN > kD, the attacker has most incentive to not signal when
of type NDE. This assumption, therefore, naturally satisfies the D1 criterion.□

In interpretation of Theorem 8.3.1 we can see that there exists a separating
equilibrium if and only if kD is sufficiently small and kN is sufficiently large. In
other words, a separating equilibrium exists if it is ‘cheap’ for the attacker to
signal when they have exfiltrated data and ‘expensive’ for the attacker to signal
if they have not exfiltrated data. This would imply, for instance, that if victims
have invested in goodmonitoring systems to identify data exfiltration, they could
make it harder for the attacker of type NDE to send a credible signal; then, kN
would increase and we would expect the improved monitoring to result in a
separating equilibrium. We explore these issues in mode detail after analysing
pooling equilibria.
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8.3.2 Pooling Equilibrium with Signal
We turn our attention now to pooling equilibria. We focus first on pooling equi-
librium in which the attacker signals. That is, the attacker signals that data is
exfiltrated whether they are type NDE or DE. Given that the attacker will signal
irrespective of type, a signal does not convey any useful information to the vic-
tim on whether or not data has been exfiltrated. We identify four types of such
pooling equilibria, which we will label B1-B4. These are summarised in Table
8.2. Equilibria B1-B4 (like A1-A4) differ in terms of whether the victim will pay.

Two ransom demands that we identified as being particularly relevant in
determining pooling equilibria are:

R∗
P0 = αT0 + V − L− ϵ; (8.3)

R∗
P1 = αT1 + V − L− ϵ, (8.4)

Informally, R∗
P0 and R∗

P1 are the maximum ransom the low and high type,
respectively, are willing to pay if they believe the attacker has exfiltrated data
with probability α.

As with the separating equilibrium, the optimal ransom demand of the at-
tacker involves a trade-off between setting a high ransom R∗

P1 that only the high
type will pay and a low ransom R∗

P0 that both the high and low type will pay.
This trade-off is captured by the term:

ΦP = βα(T1 − T0)− (1− β)(αT0 + V − L− ϵ). (8.5)

We can now state our second result.
There exists a pooling equilibrium in which the attacker signals, satisfying

the D1 criterion, if and only if the following conditions hold:

(B1) If L < V and ΦP < 0 then kN < αT0.

(B2) If L < V and ΦP > 0 then kN < βαT1 − (1− β)(V − L).

(B3) If L > V and ΦP < 0 then kN < αT0 + V − L.

(B4) If L > V and ΦP > 0 then kN < β(αT1 + V − L).

Proof. Consider the strategy of the victim. Suppose the attacker sends a signal
and ransom demand RS . Suppose the victim infers the attacker is type DE with
probability µ = α. If the victim is low type and pays the ransom their expected
payoff is −RS − L. Their expected payoff if they do not pay is −αT0 − V . It
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follows the low type victimwill optimally pay the ransom if and only if−RS−L >
−αT0−V or equivalentlyRS < αT0+V −L. They would, therefore, pay ransom
R∗

P0. If the victim is high type and pays the ransom their expected payoff is
−RS − L. Their expected payoff if they do not pay is −αT1 − V . It follows the
high type victim will optimally pay the ransom if and only if RS < αT1 +V −L.
They would, therefore, pay ransom R∗

P1. Given that T1 > T0 we also have that
the high type would pay ransom R∗

P0.
Now suppose the attacker does not send a signal and sets ransom demand

RNS . Suppose the victim infers the attacker is type NDE. In other words, µ = 0.
If the victim is low type and pays the ransom their expected payoff is −RNS −L.
Their expected payoff if they do not pay is −V . It follows the low type victim
will optimally pay the ransom if and only if −RNS − L > −V or equivalently
RNS < V − L. They would, therefore, pay ransom R∗

NS if V > L and not pay if
V < L. The same logic holds if the victim is high type.

Next consider the incentives of the attacker. Suppose the attacker is type
DE. Also suppose that on the equilibrium path they signal and set ransom R∗

P0.
Their expected payoff in equilibrium is π(S,R∗

P0) = αT0 + V − L − ϵ − kD.
Suppose the attacker signals but sets a different ransom demand RS ̸= R∗

P0. If
RS < R∗

P0 then the expected payoff of the attacker is π(S,RS) = RS − kD <
π(S,R∗

P0) and so the attacker receives a lower payoff than on the equilibrium
path. If R∗

P1 > RS > R∗
P0 (and µ = α) then the high type victim would pay the

ransom but the low type victim would not. The expected payoff of the attacker is,
therefore, π(S,RS) = βRS−kD ≤ βR∗

P1−kD. It follows the attacker prefers the
equilibrium path if and only if β(αT1+V −L−ϵ) ≤ αT0+V −L−ϵ. Rearranging
gives ΦP < 0. Reversing this argument we can say it is on the equilibrium path
for the attacker of type DE to signal and set ransom R∗

P1 if and only if ΦP > 0.
Now consider the possibility that an attacker of type NDE chooses to not

signal. Suppose they set ransom demandRNS (and are inferred to be type NDE).
Their expected payoff is atmost π(NS,RNS) = R∗

NS . We then have four different
cases to consider. (a) Suppose V > L and R∗

S = R∗
P0. It follows the attacker

prefers the equilibrium path if and only if V − L − ϵ < αT0 + V − L − ϵ − kN
or, equivalently, kN < αT0. (b) Suppose V > L and R∗

S = R∗
P1. It follows the

attacker prefers the equilibrium path if and only if V −L− ϵ < β(αT1+V −L−
ϵ) − kN or, equivalently, kN + (1 − β)(V − L − ϵ) < βαT1. (c) Suppose V < L
and R∗

S = R∗
P0. It follows the attacker prefers the equilibrium path if and only

if 0 < αT0 + V − L − ϵ − kN or, equivalently, kN < αT0 + V − L. (d) Suppose
V < L and R∗

S = R∗
P1. It follows the attacker prefers the equilibrium path if and

only if 0 < β(αT1 + V −L− ϵ)− kN or, equivalently, kN < β(αT1 + V −L− ϵ).
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One can show, using kD < kN , that the analogous conditions for a type DE to
prefer signalling to not signalling are less binding.

It remains to check the D1 criterion is satisfied. The only game path we
need to consider in any detail is that where the attacker does not signal and sets
ransom RNS ̸= R∗

NS . We have assumed the victim will infer the attacker is type
NDE. Given thatKN > kD, the attacker has most incentive to not signal when of
type NDE. This assumption, therefore, naturally satisfies the D1 criterion. □

In interpretation of Theorem 8.3.2 there exists a pooling equilibrium with
signalling if and only if kN is sufficiently small. In other words, there exists
a pooling equilibrium with signalling if and only if it is cheap for the attacker
to signal even if data has not been exfiltrated. In practical terms this would
suggest, for instance, a pooling equilibrium will exist if the victim does not have
any monitoring capabilities to identify or evaluate a data breach. It would also
be the case if the criminals can easily extract some information, e.g. file tree or
sample file, that would allow them to signal data exfiltration even though data
was not exfiltrated.

8.3.3 Pooling Equilibrium with No Signal
We now focus on pooling equilibria in which the attacker does not signal. That
is, the attacker chooses to not signal that data is exfiltrated whether they are
type NDE or DE. Given that the attacker does not signal, irrespective of type, the
lack of signal does not convey any useful information to the victim on whether or
not data has been exfiltrated. We identify four types of such pooling equilibria,
which we will label C1-C4. These are summarised in Table 8.2 and again differ
in terms of whether the victim will pay. We see that in all of the equilibria C1-
C4 the high type pays whether there is a signal or not. The equilibria differ in
whether the low type will pay.

In stating our third result we remark that all of the ransom demands previ-
ously identified, R∗

S0, R
∗
S1, R

∗
P0, R

∗
P1, and the values of ΦS and ΦP prove relev-

ant. To help navigate the statement of the theorem we note that

ΦS − ΦP = (1− α)(βT1 − T0). (8.6)

Thus, it can be the case that ΦS > ΦP or vice versa. We also remark that it is
possible to simultaneously have ΦP > 0 and ΦS < 0 (when V < L) and ΦP < 0
and ΦS > 0 (when V > L) (see the proof for more details). Equilibria C1-C4
largely depend on different combinations of whether ΦS and ΦP are positive or
negative. We can now state our third result.

There exists a pooling equilibrium in which the attacker does not signal, sat-
isfying the D1 criterion, if and only if the following conditions hold:
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(C1) If ΦP < 0 and ΦS < 0 then (1− α)T0 < kD.

(C2) If ΦP < 0 and ΦS > 0 then βT1 − αT0 − (1− β)(V − L− ϵ) < kD.

(C3) If ΦP > 0 and ΦS < 0 then T0 − βαT1 + (1− β)(V − L− ϵ) < kD.

(C4) If ΦP > 0 and ΦS > 0 then β(1− α)T1 < kD.
Proof. Consider the strategy of the victim. Suppose the attacker does not send
a signal and sets ransom demand RNS . Suppose the victim infers the attacker
is type DE with probability µ = α. If the victim is low type and pays the ransom
their expected payoff is −RNS − L. Their expected payoff if they do not pay
is −αT0 − V . It follows the low type victim will optimally pay the ransom if
and only if −RNS − L > −αT0 − V or equivalently RNS < αT0 + V − L. They
would, therefore, pay ransomR∗

P0. If the victim is high type and pays the ransom
their expected payoff is −RNS − L. Their expected payoff if they do not pay is
−αT1 − V . It follows the high type victim will optimally pay the ransom if and
only if RNS < αT1+V −L. They would, therefore, pay ransom R∗

P1. Given that
T1 > T0 we also have that the high type would pay ransom R∗

P0.
Now suppose the attacker signals and sets ransom demand RS . Suppose the

victim infers the attacker is type DE. In other words, µ = 1. If the victim is low
type and pays the ransom their expected payoff is−RS−L. Their expected payoff
if they do not pay is −T0 − V . It follows the low type victim will optimally pay
the ransom if and only if −RS −L > −T0 −V or equivalently RS < T0 +V −L.
They would, therefore, pay a positive ransom RS if T0 + V > L and not pay if
T0 + V < L. Similarly, the high type would pay ransom RS if T1 + V > L. We
recall that T1 + V > L by assumption.

Next consider the incentives of the attacker. Suppose the attacker is type DE.
Also suppose that on the equilibrium path they do not signal and set ransomR∗

P0.
Their expected payoff in equilibrium is π(NS,R∗

P0) = αT0+V −L− ϵ. Suppose
the attacker does not signal but sets a different ransom demand RNS ̸= R∗

P0. If
RNS < R∗

P0 then the expected payoff of the attacker is π(NS,RNS) = RNS <
π(NS,R∗

P0) and so the attacker receives a lower payoff than on the equilibrium
path. IfR∗

P1 > RNS > R∗
P0 (and µ = α) then the high type victim would pay the

ransom but the low type victim would not. The expected payoff of the attacker
is, therefore, π(NS,RNS) = βRNS ≤ βR∗

P1. It follows the attacker prefers the
equilibrium path if and only if β(αT1+V −L−ϵ) ≤ αT0+V −L−ϵ. Rearranging
gives ΦP < 0. Reversing this argument we can say it is on the equilibrium path
for the attacker of type DE to not signal and set ransomR∗

P1 if and only ifΦP > 0.
Now consider the possibility that an attacker of type DE chooses to signal.

Suppose they set ransom demand RS (and are inferred to be type DE). We have
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several different cases to consider. Before doing so we consider the relationship
between ΦS and ΦP . Rearranging equation 8.2 we see that ΦS < 0 if and only
if

β <
T0 + V − L− ϵ

T1 + V − L− ϵ
. (8.7)

Rearranging equation 8.5 we see that ΦP > 0 if and only if

β >
αT0 + V − L− ϵ

αT1 + V − L− ϵ
. (8.8)

To obtain ΦP > 0 and ΦS < 0 we, therefore, would require

αT0 +K

αT1 +K
<

T0 +K

T1 +K
(8.9)

where K = V −L− ϵ. This simplifies to KT1 < KT0 which is possible if V < L.
Similarly, ΦP < 0 and ΦS > 0 is only possible if V > L.

(a) Suppose T0 + V > L, ΦP < 0 and ΦS < 0. Given that ΦP < 0 we know
R∗

NS = R∗
P0. Also, given that ΦS < 0 we know that, if the attacker signals, they

would maximize their payoff by setting ransom R∗
S0 (see the Proof of Theorem

1). It follows the attacker prefers the equilibrium path if and only if T0 + V −
L− ϵ− kD < αT0 + V − L− ϵ or, equivalently, T0(1− α) < kD.

(b) Suppose T0 + V > L, ΦP < 0 and ΦS > 0. Given that ΦS > 0 we know
that, if the attacker signals, they would maximize their payoff by setting ransom
R∗

S1. It follows the attacker prefers the equilibrium path if and only if β(T1+V −
L−ϵ)−kD < αT0+V −L−ϵ or, equivalently, βT1−αT0−(1−β)(V −L−ϵ) < kD.

(c) Suppose T0 + V > L, ΦP > 0 and ΦS < 0. Given that ΦP > 0 we know
R∗

NS = R∗
P1. Also, given that ΦS < 0 we know that, if the attacker signals,

they would maximize their payoff by setting ransom R∗
S0. It follows the attacker

prefers the equilibrium path if and only if T0+V −L−ϵ−kD < β(αT1+V −L−ϵ)
or, equivalently, T0 − βαT1 + (1− β)(V − L− ϵ) < kD.

(d) Suppose T0 + V > L, ΦP > 0 and ΦS > 0. Given that ΦP > 0 we know
R∗

NS = R∗
P1. Also, given that ΦS > 0 we know that, if the attacker signals,

they would maximize their payoff by setting ransom R∗
S1. It follows the attacker

prefers the equilibrium path if and only if β(T1 + V − L − ϵ) − kD < β(αT1 +
V − L− ϵ) or, equivalently, β(1− α)T1 < kD.

(e) If L > T0 + V then ΦP > 0 and ΦS > 0. Thus, R∗
NS = R∗

P1 and, if the
attacker signals, they would maximize their payoff by setting ransom R∗

S1. It
follows the attacker prefers the equilibrium path if and only if β(T1 + V − L −
ϵ)− kD < β(αT1 + V − L− ϵ) or, equivalently, β(1− α)T1 < kD.



264 DOUBLE DECEPTION IN DOUBLE-EXTORTION RANSOMWARE

To derive the conditions in C1-C4 stated in the Theorem we note that if ΦS <
0 then it must be the case that L < T0 + V . Similarly, if ΦS < 0 then it must be
the case that L < αT0 + V < T0 + V .

It remains to check the D1 criterion is satisfied. The only game path we need
to consider in any detail is that where the attacker signals. We have assumed the
victim will infer the attacker is type DE. Given that KN > kD, the attacker has
most incentive to signal when of type DE. This assumption, therefore, naturally
satisfies the D1 criterion. □

In interpretation of Theorem 8.3.2 there exists a pooling equilibrium with
no signalling if and only if kD is sufficiently large. In other words, there exists
a pooling equilibrium with no signalling if and only if it is expensive for the at-
tacker to signal even if data has been exfiltrated. In practical terms this would
suggest, for instance, a pooling equilibrium will exist if the victim requires de-
tailed evidence of data exfiltration that would require the criminal to analyse the
data in more detail. Or it could be the case that the process of signalling exfiltra-
tion, for example communicating with the victim, is costly in terms of time and
opportunity cost.

8.3.4 Equilibrium Existence
Depending on the parameters of the game there may exist a separating equilib-
rium, a pooling equilibrium, both, or neither. To illustrate, consider the para-
meters L = 0, V = 5, α = 0.9, β = 0.5, T0 = 1 and T1 = 5. Then ΦS < 0 and so
there exists a separating equilibrium if and only if kD < 1 < kN . Also ΦP < 0
and so there exists a pooling equilibrium with signalling if kN < 0.9. Thus, for
kN < 0.9 there is a pooling equilibrium with signalling, for 0.9 < kN < 1 there
is neither a separating nor pooling equilibrium with signalling, and for 1 < kN
there is a separating equilibrium. The relative size of the cost for the attacker
to signal data exifltration when they have not exfiltrated data is, thus, crucial to
determining the equilibrium outcome.

We remind that the existence of a pooling equilibrium with signalling relies
on KN being sufficiently small while the existence of a pooling equilibrium with
no signalling relies on KD being sufficiently large. Given that KD < KN it
is generally not the case that there can exist both a pooling equilibrium with
signalling and one without. There are, however, parameter values where this is
possible. For instance, with the parameters introduced above there is a pooling
equilibrium with no signalling if 0.1 < kD. Thus, if 0.1 < kD < kN < 0.9 there
exists both a pooling equilibrium with signalling and a pooling equilibrium with
no signalling.
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The existence of multiple equilibrium can capture different norms or histor-
ical precedent of the ransomware environment. Consider, for instance, a setting
in which ransomware criminals never signal data exfiltration. Does an attacker
who has exfiltrated data have an incentive to deviate and signal exfiltration? If
data exfiltration is suspected without a signal (α = 0.9) then the attacker can
ask a relatively high ransom without signalling. The extra ransom that can be
asked if data exfiltration is signalled may not, therefore, be enough to cover the
costs of data exfiltration (kD). Thus, it is an equilibrium to not signal.

Now consider the same parameters but a setting in which all ransomware
criminals signal data exfiltration. Does an attacker who has not exfiltrated data
have an incentive to not signal and save on the cost of signalling? If data exfiltra-
tion is suspected with a signal (α = 0.9) then the attacker can extract a relatively
high ransom if they signal (even though data is not exfiltrated). The loss in rev-
enue from not signalling may, therefore, be more than the saving in signaling cost
(kN). Thus, it is an equilibrium to signal. In a setting with multiple equilibria,
historical precedent and learning dynamics may determine which equilibrium
(signal or not) is prevalent at the time [37].

8.3.5 Expected Equilibrium Payoffs
A key objective of our work is to analyse the payoff consequences, for both victim
and attacker, of private information on the side of the victim. In Table 8.3 we
detail the expected payoff of the attacker and victim in equilibria A1-A4, B1-
B4 and C1-C4. These are ex-ante expected payoffs before own type is known.
For instance, in equilibrium A1 there is probability α the attacker is type DE and
obtains payoffR∗

S0−kD and probability 1−α the attacker is type NDE and obtains
payoff R∗

NS . The expected payoff is, therefore, α(R∗
S0−kD)+(1−α)R∗

NS Given
that ϵ can be arbitrarily small we have omitted it from calculations of expected
payoff.

In interpreting the payoffs in Table 8.3 it is important to keep in mind equi-
librium existence. For instance, care is needed in saying payoffs are, say, higher
in equilibrium C1 than B1 or A1 because these respective equilibria may exist
for different parameter values. Our analysis will take this into account. We can,
however, say at a broader level that the attacker’s payoff, everything else the
same, is highest in the pooling equilibria with no signalling (C1-C4). The intu-
ition being that the attacker does not incur any costs of signaling. From a policy
perspective, to deter ransomware it would, therefore, be beneficial to move away
from a pooling equilibria with no signalling (C1-C4) to either a separating equi-
librium (A1-A4) or a pooling equilibrium with signaling. As discussed in the
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Table 8.3: Expected payoff of attacker and victim in equilibrium.

Equilibrium Attacker Victim
A1 αT0 + V − L− αkD −αT0 − V

A2 α(β(T1 + V − L)− kD) + (1− α)(V − L) −α(βT1 + (1− β)T0)− V

A3 α(T0 + V − L− kD) −αT0 − V

A4 α(β(T1 + V − L)− kD) −α(βT1 + (1− β)T0)− V

B1 & B3 αT0 + V − L− αkD − (1− α)kN −αT0 − V

B2 & B4 β(αT1 + V − L)− αkD − (1− α)kN −α(βT1 + (1− β)T0)− V

C1 & C2 αT0 + V − L −αT0 − V

C3 & C4 β(αT1 + V − L) −α(βT1 + (1− β)T0)− V

previous sub-section this may involve changing the norms of the ransomware
environment.

Another policy insight that we can take from Table 8.3 is the importance of
pre-empting a ransomware attack. In particular, pre-emption and appropriation
preparedness for an attack can lower the recovery costs of an attack V , the repu-
tational damage T1 and T0, and potentially decrease the probability of being a
high type β and reduce the probability of data exfiltration α. All of these would
reduce the losses of the victim in the event of a breach. This shows up very clearly
in our model because the attacker is able to extract maximum surplus from the
victim.

To analyse the consequences of private information we need to consider an
alternative game in which the attacker knows the type of the victim and so knows
if the reputational damage that would result from data publication is T0 or T1.
We can apply Theorems 8.3.1, 8.3.2 and 8.3.3 to distinguish the conditions un-
der which there exist separating and pooling equilibirum in this revised game.
Specifically, by setting β = 0 or 1 we derive the following corollaries. If the vic-
tim is known to be type i = {0, 1} there exists a separating equilibrium satisfying
the D1 criterion if and only if the following conditions hold:

A1A2. If L < V , then kD < Ti < kN .

A3A4. If L > V , then kD < Ti + V − L < kN .

Proof. Suppose β = 0. Then ΦS < 0. Applying Theorem 8.3.1 we obtain
conditions: (A1) L < V and kD < T0 < kN , and (A3) L > V and kD <
T0 + V − L < kN . Suppose β = 1. Then ΦS > 0. Applying Theorem 8.3.1
we obtain conditions: (A2) L < V and kD < T1 < kN , and (A4) L > V and



8.3. RESULTS 267

kD < T1 + V − L < kN . □ If the victim is known to be type i = {0, 1} there
exists a pooling equilibrium with a signal satisfying the D1 criterion if and only
if the following conditions hold:

B1B2. If L < V then kN < αTi.

B3B4. If L > V then kN < αTi + V − L.

Proof. Suppose β = 0. Then ΦP < 0. Applying Theorem 8.3.2 we obtain
conditions: (B1) L < V and kN < αT0, and (B3) L > V and kN < αT0+V −L.
Suppose β = 1. Then ΦP > 0. Applying Theorem 8.3.2 we obtain conditions:
(B2) L < V and kN < αT1, and (B4) L > V and kN < αT1 + V −L. □ If the
victim is known to be type i = {0, 1} there exists a pooling equilibrium with no
signal satisfying the D1 criterion if and only if the following conditions hold:

C1C4. If (1− α)Ti < kD.

Proof. Suppose β = 0. Then ΦS < 0 and ΦP < 0. Applying Theorem 8.3.3
we obtain condition (C1) (1 − α)T0 < kD. Suppose β = 1. Then ΦS > 0 and
ΦP > 0. Applying Theorem 8.3.3 we obtain condition: (C4) (1− α)T1 < kD. □

With these three corollaries we can derive the expected payoff of the attacker
and victim in a gamewhere the victim’s type is known. Table 8.4 details the relev-
ant payoffs. For instance, the expected payoff of the attacker under equilibrium
A3A4 if the victim is type 0 is α(T0+V −L−kD) and the expected payoff of the
attacker under equilibrium A3A4 if the victim is type 1 is α(T1 + V − L − kD).
Some care is needed in deriving ex-ante expected payoffs because the existence
of equilibrium A3A4 for the low type does not guarantee existence of equilib-
rium A3A4 for the high type, and vice-versa. Even so, by calculating which
equilibrium emerges for each type we can determine an ex-ante expected pay-
off. For instance, if equilibrium A3A4 does exist for both the low type and high
type then the attackers ex-ante expected payoff (before victim type is known) is
α(βT1 + (1− β)T0 + V − L− kD).

8.3.6 The Value of Private Information
We are now in a position to analyse and quantify the payoff con-
sequences of private information for the victim. For any set of parameters
L, V, T0, T1, kD, kN , α and β we can: (i) determine which, if any equilibrium
will hold in a game with incomplete information on victim’s type, (ii) determ-
ine which equilibium will hold in the games where victim’s type is known to be
high or low, (iii) calculate expected payoffs of the attacker and victim with and
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Table 8.4: Expected payoff of attacker and victim in equilibrium when type is
known.

Equilibrium attacker Victim
A1A2 (i = {0, 1}) αTi + V − L− αkD −αTi − V

A3A4 (i = {0, 1}) α(Ti + V − L− kD) −αTi − V

B1B4 (i = {0, 1}) αTi + V − L− αkD − (1− α)kN −αTi − V

C1C4 (i = {0, 1}) αTi + V − L −αTi − V

without incomplete information on victim’s type, and (iv) quantify the payoff
impact of private information. We provide three examples.

For our first example we consider parameters L = 1, V = 3, α = 0.5, T0 =
2, T1 = 4, kD = 0.1 and kN = 6. Imputing the parameter values into Theorems
8.3.1-8.3.3 it becomes apparent that there exists a separating equilibrium for
any value of β and does not exist a pooling equilibrium (with or with no signal)
for any value of β. This example, thus, focuses on the case of a separating equi-
librium. In Figure 8.2 we plot expected payoffs (as given in Tables 8.3 and 8.4)
as a function of β.

You can see in Figure 8.2 that the payoff of the attacker is substantially lower
when the type of the victim is not known. The difference reaches a maximum at
the point of transition between equilibria A1 and A2 given by T0 = βT1 − (1 −
β)(V − L) or equivalently

β =
T0 + V − L

T1 + V − L
. (8.10)

For the parameters in our example this gives β = 2/3. If the type of the victim
is unknown the expected payoff of the attacker is 2.95. If the type of the victim
is known the ex-ante expected payoff of the attacker is 3.62. So, the attacker’s
payoff is 18.43% lower if it does not know the type of the victim.

You can see in Figure 8.2 that the victim’s payoff is higher if the attacker does
not know their type and β < 2/3. The intuition being that the attacker sets the
ransom as if the victim is low type (equilibrium A1) and, thus, the high type is
not exploited as much as they would have been if type was known. If β > 2/3
we see that the payoff of the victim is the same whether or not the attacker
knows their type. In this case the attacker sets the ransom as if the victim is
high type (equilibrium A2). This means the high type is maximally exploited by
the attacker, while the low type does not pay the ransom and, therefore, suffers
recovery and reputational losses. The net effect for the victim is the same as if the
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Figure 8.2: Expected payoff of the attacker and victim when L = 1, V = 3, α =
0.5, T0 = 2, T1 = 4, kN = 6, kD = 0.1. An example of a separating equilibrium.

attacker knew their type and they were maximally exploited. While the victims
payoff is the same (for β > 2/3) whether type is known or not, we remind that
the attacker’s payoff is lower when the victim’s type is not known. This is because
the attacker loses out from the low type not paying the ransom.

In our second example we set kN = 0.9 while keeping everything else the
same (L = 1, V = 3, α = 0.5, T0 = 2, T1 = 4, kD = 0.1). Imputing the parameter
values into Theorems 8.3.1-8.3.3 it becomes apparent that there exists a pooling
equilibrium with signaling for any value of β and does not exist a separating
equilibrium or pooling equilibrium with no signal for any value of β. In Figure
8.3 we plot the corresponding payoffs. Again, we see that the attacker loses
payoff from not knowing the type of the victim. This loss is maximal at the
transition from equilibrium B1 to B2, given by αT0 = βαT1 − (1− β)(V − L) or
equivalently

β =
αT0 + V − L

αT1 + V − L
. (8.11)

For the parameters in our example this gives β = 3/4. If the type of the victim
is unknown the expected payoff of the attacker is 2.5. If the type of the victim
is known the ex-ante expected payoff of the attacker is 3.25. So, the attacker’s
payoff is 23.08% lower because it does not know the type of the victim.

The relative trade-offs for the victim are similar in the pooling example as
the separating example. In particular, if the attacker sets the ransom for a victim
of low type (equilibrium B1) then the victim gains from their type being private
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Figure 8.3: Expected payoff of the attacker and victim when L = 1, V = 3, α =
0.5, T0 = 2, T1 = 4, kN = 0.9, kD = 0.1. An example of a pooling equilibrium
with signalling.

if they are high type. If, however, the attacker sets the ransom for a victim of
high type (equilibrium B2) then the victim does not gain from their type being
unknown. In summary, the attacker loses payoff from not knowing the victim’s
type. The victim gains from their type being unknown in the case of equilib-
rium A1, B1 and also A3 and B3. The victim does not gain from the type being
unknown in the case of equilibrium A2, A4, B2 and B4.

It is interesting to compare payoffs when kN = 0.9 with those when kN = 6
(for, say, β = 2/3). It can be seen from Figures 8.2 and 8.3 that the attackers
expected payoff is higher when kN = 6. This may seem counter-intuitive given
that a high kN means a higher cost from signalling. We highlight, however, that
a high kN results in a separating equilibrium that allows the type DE attacker to
extract a high ransom because their signal of data exfiltration is credible. Spe-
cifically, when kN = 6 the type DE sets ransom R∗

S0 = T0 + V − L = 4, while a
type NDE sets ransom R∗

NS = V − L = 2. The expected payoff of the attacker
is, therefore, α(R∗

S0 − kD) + (1− α)R∗
NS = 3.9α+ 2(1− α) = 2.95.

By contrast, when kN = 0.9 we obtain a pooling equilibrium in which the
attacker’s signal of data exfiltration is not sufficiently credible. This lowers the
ransom the attacker can demand to R∗

P0 = αT0 + V − L = 3. Consequently the
type DE gets a lower payoff with the lower kN (2.9 compared to 3.9). The type
NDE, by contrast, has a higher payoff (2.1 compared to 2) because they are also
able to demand ransom R∗

P0, although they incur cost kN . The expected payoff



8.3. RESULTS 271

Figure 8.4: Expected payoff of the attacker and victim when L = 1, V = 3, α =
0.5, T0 = 2, T1 = 4, kN = 6, kD = 5. An example of a pooling equilibrium with
no signal.

of the attacker is R∗
P0 − 0.1α− 0.9(1−α) = 2.5. Overall, therefore, the attacker

has a lower expected payoff when kN = 0.9 compared to kN = 6 (2.5 compared
to 2.95). This trade-off is apparent from the payoffs in Table 8.3, comparing A1
and B1.

For our final example we set we set KD = 5 and kN = 6 while keeping
everything else the same (L = 1, V = 3, α = 0.5, T0 = 2, T1 = 4). Imputing
the parameter values into Theorems 8.3.1-8.3.3 it becomes apparent that there
exists a pooling equilibrium with no signal for any value of β and does not exist a
separating equilibrium or pooling equilibrium with signalling for any value of β.
In Figure 8.4 we plot the corresponding payoffs. Again, we see that the attacker
loses payoff from not knowing the type of the victim. This loss is maximal at the
transition from equilibriumC2 to C4 given byΦP = 0. This gives the same critical
value of β as detailed in equation 8.11, which we know, for the parameters in
our example, yields β = 3/4. If the type of the victim is unknown the expected
payoff of the attacker for β = 3/4 is 3. If the type of the victim is known the
ex-ante expected payoff of the attacker is 3.75. So, the attacker’s payoff is 20%
lower because it does not know the type of the victim.

Comparing Figures 8.3 and 8.4 you can see that the outcomes are very similar.
Indeed, the victim payoff is exactly the same in the case of a pooling equilibrium
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with signalling and no signalling. The criminal payoff is higher in the case of
a pooling equilibrium with no signalling because they no long incur the cost of
signalling. This reiterates the point that a high value of signalling, kN and/or
KD, may not be an effective deterrent of ransomware because it can result in
equilibria where criminals need not incur costs of signalling.

You can also see in Table 8.3 that the payoff of the victim is not directly im-
pacted by kN or kD. This is because the criminal is able to extract the same
surplus from the victim in equilibria A1, A3, B1, B3, C1 and C2. Generally,
speaking, as would be expected, the loss to the victim is reduced by lowering
T0, T1, V and β. The victim’s payoff is also reduced by lowering α. Thus, redu-
cing the losses from data exfiltration as well as reducing the probability of data
exfiltration reduce the losses to the victim.

8.4 Conclusion
This paper provides a game-theoretic analysis of the double-sided information
asymmetry in double-extortion ransomware attacks. We recognised that victims
are typically unable to verify if data was exfiltrated or not, while attackers typic-
ally do not know the value of any data exfiltrated. We modeled the ransomware
attack as a signaling game, where attackers could signal if data is exfiltrated
and victims pay based on the ransom, signal and the value of information. Our
key contribution is that, depending on the parameters of the game, private in-
formation of the victim (about the value of exfiltrated data) significantly lowers
the profitability of the attack for the criminal. It is, therefore, in the interests
of potential victims, businesses, organisations, and/or individuals, to retain and
amplify the extent of their private information.

A further insight of our work is the subtle importance of signaling costs in
determining equilibrium outcomes. If it is costly for criminals to signal data
exfiltration, and they look to signal data exfiltration, then this can disrupt the
business model by lowering profits. For instance, if the criminals need to search
through files, or piece information together, to provide credible proof of data
exfiltration then this is a barrier to extracting profitable ransoms. If, however,
the costs of signaling become very high we may end up with an equilibrium
in which there is data exfiltration but no signalling. This can increase criminal
profit because they no longer need to incur the costs of signalling. A careful
balancing act is, therefore, needed whereby it is costly for criminals to signal,
but criminals are incentivized to reveal some information about data exfiltration
via their actions. In terms of our model, this implies as high a cost of signaling
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when data is exfiltrated (kD) consistent with a separating equilibrium and a very
high cost of signaling if data is not exfiltrated (KN >> kD).

There are various limitations in applying a game-theoretic framework to real-
life situations. For example, the assumption of common knowledge of game
parameters is strong: most probably there is little opportunity to learn of these
parameters through repeated interaction between attacker and victim. Further-
more, it might be hard for victims to determine the value of the exfiltrated data,
especially if it is uncertain which data is exfiltrated. Another limitation is the
applicability of Bayesian equilibrium: while it describes an outcome in which
no one wants to change their strategy, it does not predict the path towards an
equilibrium. Therefore it is unknown, if there are multiple possible equilibria,
which equilibrium will be reached.

Despite these limitation, we believe that a game-theoretic analysis gives use-
ful insights about the interaction between attackers and victims during double-
extortion ransomware. Beyond the two key insights mentioned above concerning
the role of private information and signalling costs, according to our model, the
most effective way to disrupt the attackers profitability is to: lower the probab-
ility of ‘successful’ data exfiltration, lower the probability the victim has files of
high reputational cost, and lower the recovery cost from an attack. This would
involve a mix of prevention (to lower the probability of data exfiltration and loss
of sensitive data) as well as improved recovery options, such as back-ups.

These results align with preventive measures suggested by others [18, 28,
24, 20, 21]. Lee et al. [18] proposes a strategy to hide files from attackers. By
considering real-world ransomware samples, there experiments show that this
strategy is a cost-effective method to decrease the probability of valuable files
being exfiltrated. Mundt and Baier [28] propose a strategy based on automated
mitigation of attackers where data exfiltration takes place. This strategy is based
on finding a fingerprint of data exfiltration in ransomware attacks and building
monitoring systems which prevent data exfiltration to take place. Although their
strategy is an efficient way to prevent the same type of attacks, it does not pre-
vent new attacking patterns to be detected and prevented. Finally, Meurs et al.
mention the use of canary files, which are files which alerts a monitoring systems
if the files are moved, copied or edited. This strategy might be useful in prevent-
ing data exfiltation, but does depend on quick follow-up if a canary file alerts a
monitoring system.

It would be beneficial for victims to take preventive measures. However, if
data exfiltration has taken place, our study proposes a strategy to lower the im-
pact of data exfiltration during ransomware attacks: victims should keep the
value of the exfiltrated data as private as possible, as exposing this information
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might increase the ransom. Finally, it is important to stress the following extern-
ality effect: the more victims safeguard their sensitive data the more that benefits
other businesses, including those with vulnerable sensitive data. This is because
it would revise downwards the beliefs of attackers about the ransoms they can
reasonably expect victims to pay. This externality effect should be acknowledged
by policy makers. In particular, it means businesses will under-invest in cyber se-
curity prevention and recovery compared to the social optimum. This can justify
government support for cyber security investment.
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One explorer swore he saw a Tarahumara
catch a deer with his bare hands, chasing

the bounding animal until it finally
dropped dead from exhaustion

∼ Chris McDougall



Chapter 9

Evaluating Law Enforcement Interventions

Ransomware poses an increasing challenge to society, yet there is a notable gap in
research on the effectiveness of law enforcement interventions. A key insight from
this study is that the presence of victims’ details on leak pages following double-
extortion ransomware attacks offers a unique opportunity to evaluate these inter-
ventions. Analyzing a dataset containing victims published by ransomware groups,
we assess the impact of five specific types of interventions: arresting group mem-
bers, taking down leak page server infrastructure, freezing crypto assets, releasing
decryptors, and imposing sanctions. From a collected list of interventions, we cat-
egorize ransomware groups’ responses into three actions: ceasing operations, con-
tinuing operations, or rebranding under a new name.
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9.1 Introduction
In recent years, ransomware has emerged as a significant societal concern [32,
34, 24, 5]. To our knowledge, systematic empirical research towards law en-
forcement interventions against ransomware are lacking [50]. We have identi-
fied a useful data source to evaluate the effectiveness of law enforcement (LE)
interventions: victims published on leak pages during double-extortion ransom-
ware attacks. This approach helps bridge the gap in understanding how LE in-
terventions can disrupt or deter ransomware attacks effectively.

We examine five distinct types of law enforcement interventions: the arrest
of ransomware group members, the takedown of leak page server infrastructure,
the freezing of crypto assets, the release of decryptors, and the imposition of
sanctions on ransomware group members. While these interventions are com-
monly employed, their efficacy has not been systematically evaluated [50].

To address this gap, we create metrics and identify data sources that enable
an evaluation of these interventions. We measure the efficacy of LE interven-
tions by considering the response of ransomware groups: ceasing operations,
continuing operations, or rebranding under a new name. Additionally, we assess
the characteristics of victims targeted by groups facing interventions compared
to those who do not, as well as the changes in ransomware operations pre- and
post-intervention for groups that continue their activities. These measures allow
us to study the effectiveness of LE interventions against ransomware groups.

We analyse three data sources: a dataset of 12,250 ransomware victims pos-
ted by 134 ransomware groups, including characteristics of those victims such as
country, number of employees, and sector; a constructed list of law enforcement
interventions; and a list of rebranding occurrences. The theoretical foundation
for evaluating the effectiveness of LE interventions is Situational Crime Preven-
tion (SCP), a criminological theory that states crime occurs through favorable
opportunities [22, 36, 38]. Thus, effective interventions should alter the cost-
benefit trade-off of these circumstances[27].

The primary goal of this study is to assess the impact of law enforcement
interventions on the operations of ransomware groups. To address our goal, we
explore three sub-questions:

RQ 1: Which ransomware groups face a law enforcement intervention?

RQ 2: How do ransomware groups respond to law enforcement interventions?

RQ 3: How do ransomware operations compare prior and post-intervention for
ransomware groups who continue after an intervention?
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To answer these research questions, we analyzed data from 20 February 2020
till 4 March 2024 from 12,250 ransomware victims listed on leak pages by 134
ransomware groups, alongside 29 law enforcement interventions, and identified
19 groups that rebranded. We also conducted interviews with police officers,
public prosecutors, and cyber security experts to validate our findings.

Our key contributions are:

1. Ransomware groups are more likely to face an intervention if they have a
large number of victims, target many large companies, or maintain long
uptime of their leak pages, indicating selective LE targeting.

2. Of the 17 groups with active leak pages during intervention, 8 ransomware
groups continue with their operations, 7 cease operations and 2 rebrand
after an intervention. Ceasing operations was most often associated with
the takedown of a leak page server.

3. Crime displacement was limited. Rebranding occured only twice (N=17)
post-intervention. Furthermore, groups continuing attacks after an inter-
vention typically have less victims post-operation compared to prior.

The outline of this paper is as follows: In §9.2, we combine existing literature
on SCP with a small pilot of interviews with law enforcement experts to state our
propositions. Subsequently, in §9.3, we present our data and the methodology.
Afterwards, §9.4 presents the results of the analysis of leak page data and law
enforcement interventions. To conclude, we discuss our findings, limitations and
outline implications for policy makers in §9.5, §9.6 and §9.7, respectively.

9.2 Related Works and Propositions
This section begins with an examination of double-extortion ransomware and
Situational Crime Prevention (SCP) theory, first introduced by [18]. This will
be combined with the results of a small pilot study. In this pilot study, we inter-
viewed 13 experts who work in the criminal justice system, among which police
officers, public prosecutors and cyber security experts. The goal was to explore
the anticipated impact of law enforcement interventions of these experts and to
validate intervention and rebranding lists used later in this chapter. For a full
description of the pilot, please contact the lead author of the study.

The present study will not use hypothesis testing due to the limited number
of interventions on which information is available. Instead, we will work with
propositions and assess whether the empirical findings align with these propos-
itions.
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9.2.1 Situational Crime Prevention and LE Interventions
Ransomware is a type of malware that encrypts files and demands a ransom for
access [73]. Double-extortion ransomware involves both data encryption and
exfiltration [72, 70, 68]. Attackers threaten to publish exfiltrated data on their
’leak pages’ if the ransom is not paid. Typically, if negotiations fail, the victim’s
name is listed on the leak page, followed by the publication of data after a delay.
Stolen data may also be sold to other malicious actors, potentially for use in
subsequent attacks [65, 71].

Meurs et al. [73] found that victims are willing to pay 5.5 times larger ransom
amounts when data is exfiltrated, making double-extortion more lucrative than
traditional ransomware [24, 11, 73]. Malicious actors, therefore, target victims
who highly value their data, increasing the attack’s cost [47].

In response to the global ransomware crisis, law enforcement agencies con-
duct various interventions, such as taking offline servers hosting leak pages to
prevent data leakage. These interventions face challenges due to the interna-
tional nature of ransomware crimes, information asymmetries, conflicting juris-
dictions, and limited enforcement capabilities [66, 56]. Information asymmetry
refers to the inconsistent enforcement of legal mandates for victims to share
information about ransomware attacks. Conflicting jurisdictions occur when at-
tackers reside in countries unlikely to prosecute them, often those not party to
the Budapest Convention, which provides a unified legal framework for prosec-
uting cybercrime [21]. Many law enforcement agencies also suffer from a lack
of personnel and technical resources, making it difficult to combat ransomware
effectively. Forensic and diplomatic complications, such as difficulty attributing
attacks to specific individuals, further hinder interventions [66]. While ransom-
ware attacks can scale up easily, enhancing law enforcement responses is con-
siderably more challenging.

Evaluating the impact of police interventions is crucial for combating ransom-
ware. One main goal of these interventions, besides arresting attackers, is pre-
venting subsequent attacks. Situational Crime Prevention (SCP) is an approach
aimed at understanding and addressing crime prevention [18, 43, 50]. SCP fo-
cuses on the idea that malicious actors make rational choices based on favorable
opportunities [27, 22, 36, 38]. Because specific types of crime differ in their
modus operandi, SCP is usually ‘crime specific’: measures that prevent one type
of crime may not prevent another [20, 26, 50].

SCP is distinguished by its focus on five general strategies: Increase the Effort,
Increase the Risks, Reduce the Rewards, Reduce Provocations, and Remove Ex-
cuses [18, 19, 50, 43]. These strategies aim to deter potential offenders by mak-
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ing crimes more difficult or less appealing. The effectiveness of SCP strategies in
combating various crimes has been studied [8, 51, 50]. For extensive elaboration
of these five principles, refer to [20, 26, 17, 50, 43].

Studies evaluating SCP measures against cybercrime are scarce [50]. A not-
able study includes Bada et al. [2], who evaluated SCP interventions like cease
and desist letters, police visits, and workshops on cybercrime, finding a general
decrease in self-reported offending. Another study conducted a meta-review
of cybersecurity interventions, highlighting that implementation effectiveness
drives intervention success more than the mere presence of controls [91].

Other studies mainly focused on SCP in their recommendations following a
crime script analysis [64, 23, 79, 68]. A crime script describes all relevant aspects
of a crime’s modus operandi, from preparation to aftermath [20, 26, 7, 59, 30].
Because crimes differ in their modus operandi, SCP is usually ‘crime specific’.
Therefore, evaluating an intervention strategy to combat ransomware requires
understanding the specific ransomware crime script.

A detailed account of the ransomware crime script involves recognizing the
attack’s lifecycle: infrastructure and malware development, network access, en-
cryption, extortion through data exfiltration, ransom negotiation, data leakage
for non-complying victims, and money laundering by the attackers [68, 72].

For this study, we operationalize ransomware by identifying ransomware
variants typically by their file extensions post-encryption. Although multiple at-
tackers might use the same variant, the associated leak page server is usually
specific to a single group. We focus on leak pages, using ’ransomware group’
to denote the group behind a leak page server of a specific ransomware strain,
variant, or family.

We analyze five specific interventions targeting ransomware groups, within
the control of law enforcement or other government-related agencies. For brev-
ity, we define interventions by either law enforcement, government entities, or
cybersecurity companies as law enforcement interventions. Each intervention is
discussed, highlighting its importance and alignment with SCP strategies.

The five interventions used by law enforcement in this chapter include two
that mainly increase the risks to attackers, two that decrease attackers’ rewards,
and one that increases the necessary effort.

The following interventions increase the risks:

Intervention 1: Arrests. Arrests is defined here as arrests of malicious actors
associated with a specific ransomware group. This might be a ’low-level’
malicious actor, like a money mule, but also a ’key player’. Obviously, when
some of the attackers have been arrested, the perception of the risk of get-
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ting caught might increase for the other attackers in a ransomware group.
An important point is that it is unknown for those persons how much law
enforcement knows.

Intervention 2: Sanctions. Another intervention consist of asset freeze or travel
restrictions to a specific individual linked to ransomware [31]. Not only
does this restrict the movement of the malicious actor, but also there is a
name & shame element: the name of the malicious actor becomes known
in public. This might increase the perceived risk for the malicious actor
to continue his/her operations, and/or other malicious actors might be
hesitant to work together with that person [31]. This clearly increases the
risk for an attacker, since law enforcement knows who they are.

The following interventions decrease the rewards:

Intervention 3: Crypto-asset freezing. Crypto-asset freezing is the blocking of
transactions of crypto-assets related to victims of a certain ransomware
group. A crypto-exchange might block any transactions from a wallet,
upon request from law enforcement. This means that an attacker cannot
access his cryptocurrencies, thereby reduce the rewards of his malicious
actor activities’.

Intervention 4: Decryptor release. Decryptor release is the release of a decryptor
to victims by law enforcement. With the decryptor, the victim can regain
access to files without paying the ransom. Often this is done through NoM-
oreRansom, an initiative to release decryptor keys safely to ransomware
victims. The effect is that ransomware victims will not pay a ransom if
a free decryptor is available. Subsequently, if they want to continue the
attacks, ransomware groups would need to change their ransomware to
make sure the victims could not recover without buying the decryption
key.

The following intervention increases the effort:

Intervention 5: Takedown leak page server. Server takedowns relate to take-
downs of leak page servers. Takedowns of other infrastructure of the ma-
licious actors are outside the scope of this paper, since these are often not
made public. While this would imply that attackers need to rebuild their
infrastructure, this can also lead to an increased perceived risk. After a
takedown, the group has to, which increases the effort. Furthermore, the
ransomware group learns law enforcement has them in their crosshairs,
increasing the perceived risks.
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By comparing the interventions with the crime script, we observe that arrests
and sanctions directly confront the attackers. Freezing crypto-assets disrupts the
attack’s monetization phase, while the release of decryptors intervenes in the file
encryption process. Leak page server takedowns address the step where victims’
data is exposed on leak pages. Law enforcement strategies targeting other steps
of the crime script, like preventing malicious actors from gaining access to a
victim’s system, are outside the scope of the present study.

In addition to exploring the interventions and their effectiveness according to
SCP, it is essential to determine which groups are targeted by these law enforce-
ment interventions. This topic will be addressed in the following subsection.

9.2.2 Ransomware Groups Facing LE Interventions
Law enforcement agencies generally operate with limited resources [84] and
face the challenge of more malicious actors than they can feasibly pursue. As
a result, prioritization is essential in deciding which malicious actors to target
[84, 46]. It seems reasonable that they will target malicious actors, according
to certain selection criteria. For example, they will prioritize malicious actors
who have many victims or high-value victims. As one police officer in the pilot
mentioned:

Police Officer 3: "I think it might be smart in your study to only focus
on the ransomware groups with more than, let’s say, 20 victims. The
smaller groups are not that interesting."

This leads to the following proposition:

Proposition 1: Ransomware groups targeting a greater number and more signi-
ficant victims are more likely to face law enforcement interventions.

Likewise, the same reasoning would imply that countries experiencing a high
number of victims may also be more frequently involved in interventions. Legal
frameworks in most countries are built on the principles of subsidiarity and pro-
portionality, which suggest that more aggressive interventions may be justified
when the impact of ransomware crimes is relatively more significant. As one
public prosecutor explains:

Public Prosecutor: "A takedown is not explicitly described in our legal
code, so we must carefully examine the nature of the website/server,
its location, and its technical aspects. Is one server sufficient, or is it
a network of servers that needs to be addressed? This is then assessed
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within the legal framework, considering principles of proportionality
and subsidiarity."

From this, we can infer that the extent of law enforcement interventions
in a country may correlate with the number of ransomware victims it has en-
countered.

Proposition 2: Countries with a higher incidence of ransomware victims are more
likely to undertake law enforcement interventions than those with fewer vic-
tims.

Having examined why certain ransomware groups might face an interven-
tion, it is now important to explore how these groups respond to such actions.

9.2.3 Ransomware Groups Responding to LE Interventions
Interestingly, participants from our pilot study were less optimistic about the
impact of interventions compared to empirical evidence from studies support-
ing the SCP principles [18, 19, 50, 43]. Participants expressed varying opinions
about the effectiveness of arresting ransomware actors. Six participants believed
arrests have a significant impact, four noted the impact depends on the mali-
cious actor’s role within the organization, and three felt arrests have no effect on
ransomware activities or the effect is unknown.

Cybersecurity Expert 5: "The position of the individual is crucial during
an arrest. Otherwise, it doesn’t make much sense. You really need to
apprehend the key figures. If you only go after small individuals, the
big ones will just keep going."

With respect to ’increase the effort’, 9 out of 13 participants believed that
taking down leak page server would only have a symbolic impact.

Police Officer 2: "The effects of taking down leak page servers on
ransomware attacks are mainly symbolic. It sparks a lot of discus-
sion on online platforms and is considered extremely annoying for
Ransomware-as-a-Service (RaaS) actors. It simply damages their repu-
tation when their leak page is taken down."

Only four participants were confident that a combination of LE interventions
involving both arrests and takedown of leak page servers was more effective than
either intervention alone.
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Police Officer 6: "A combined approach works better because taking
down a website is less complex and therefore less impactful than actually
apprehending someone. This also has a greater deterrent effect. The
uncertainty of what law enforcement knows will have a deterrent effect
on malicious actors."

Most participants (n=6) believed the effectiveness of an intervention depends
on the role of the arrested malicious actor and whether the malicious actors have
backups of the leak page server.

SOC analyst: "I don’t expect that a combination of arrest and take-
down will be significantly more effective in reducing the activity of leak
page servers than just an arrest or takedown alone. People may have
more difficulty regrouping and calming down after an arrest than after
a takedown or a combination of both. This may lead to a temporary
decrease in activity, but they often return, usually after a few months. I
do not want to diminish the work of various law enforcement organiz-
ations around the world. They provide justice for the victims and show
that ransomware actors are not untouchable. With these steps, we will
eventually catch up with this form of criminality."

Previous research similarly suggests that police officers, with respect to off-
line crime, generally hold more negative views about the effectiveness of police
interventions [42], which is not justified considering the evidence. Based on
these insights, we propose the following:

Proposition 3: After a law enforcement intervention, a significant amount of the
ransomware groups cease ransomware operations.

An important criticism of interventions based on SCP is that they may not
stop crime but merely displace it. This issue will be the focus of the following
section.

9.2.4 Crime Displacement
One important consideration of crime prevention techniques is that, first, it is
necessary to show, possibly in experimental research, that there is a real crime
reduction and, second, there should be no crime displacement. [89] considered
the effect of the takedown of a darknet forum. To assess the effects of a darknet
market takedown of 220 vendors migrating to a new darknet forum. They found
that although some vendors reused their PGP-key, most malicious actors started
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with a clean slate, which meant that they were erasing their past reputation
completely. This meant they had to rebuilt their reputation of being ’a reliable’
drug seller afresh. The authors concluded that a takedown is costly for malicious
actors, even if there is some crime displacement[89].

Proposition 4: Ransomware groups that continue after an intervention will target
fewer and less significant victims than before the intervention.

Rebranding is an important phenomenon in the ransomware ecosystem,
where one strain disappears and another emerges, typically using the same in-
frastructure, part of the malware code, and operated by the same actors [87,
15]. It is believed that rebranding occurs for two main reasons: to obscure
activities from law enforcement and/or to establish a new, more intimidating
reputation [87]. According to [15], in 2022, the average lifespan of a ransom-
ware strain was only 70 days, a significant decrease from 153 days in 2021 and
265 days in 2020. It could be argued that not all rebranding efforts are pub-
licly acknowledged. However, there is an incentive for malicious actors to make
their rebranding known publicly to avoid having to rebuild their reputation from
scratch, which could lead to lower ransoms from victims who are unsure if the
group will return the decryption key after payment or might demand additional
payments [13].

LE experts interviewed in our pilot study believe that there is a lot of rebrand-
ing.

Cyber security expert 1: "Yes, there is often a connection between take-
downs and the rebranding of ransomware groups. This can happen
depending on the circumstances and the motives of the group. A take-
down operation can prompt a group to rebrand, especially if sanctions
have been imposed on the group due to alleged ties with a certain entity.
In such cases, they might choose to continue their activities under a new
name to evade legal consequences. On the other hand, rebranding can
also be an initiative from the group itself. They might feel that they are
attracting toomuch attention and have become too prominent. Initially,
they may enjoy the security industry writing about them, but if the de-
tails become too intricate or the scrutiny too close, they might decide
to change their name. An example of this was the case with GandCrab,
which had about 150 active affiliates. When the REVIL group emerged,
the most influential affiliates were taken away [by the coordinators of
the group]. There were one or two versions [of the new malware] where
affiliates were no longer involved, after which they decided to rebrand.
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However, they retained much of the same code and structure, and the
admins chose to keep the most capable affiliates during the rebranding."

Consequently, it is assumed that following a law enforcement intervention,
malicious actors are more likely to publicly disclose their rebranding efforts. This
publicly disclosed rebranding is done to maintain their reputation as a ’reliable’
ransomware group, one that returns the decryption key after receiving payment.

Proposition 5: Following a law enforcement intervention, ransomware groups are
more likely to rebrand compared to continuing or ceasing operations.

Our dataset could reveal different forms of rebranding among ransomware
groups. For example, groups aiming to build a more fierce reputation might
maintain their old brand for a period to smoothly transition infrastructure and
affiliates to the new group. This mitigation could result in overlapping active
periods for both the old and new leak pages. Conversely, rebranding following
law enforcement intervention might be more abrupt, potentially leading to no
overlap in the uptime of leak page servers. Such interventions could also provoke
internal disputes or paranoia within the group. This could result in a groups
splitting up is two or more different ransomware groups. These observations
suggest a distinction between normal rebranding processes and those triggered
by law enforcement actions. Therefore, we propose the following:

Proposition 6: Rebranding following an intervention is more likely to be combined
with a split-up and no overlapping time periods of leak pages, compared to
rebranding without intervention.

The next section will outline the data, operationalization of variables, and
methods utilized in this chapter.

9.3 Data and Methodology
Three datasets form the basis of our analysis:

• Dataset 1: Leak page data. The main dataset is a nested dataset in which
ransomware groups, publish the names of the organisations that were a vic-
tim of ransomware: the victim’s information is nested within the ransom-
ware group. Besides the names of the victims, groups publish smaller or
larger parts of the data if they managed to exfiltrated those from the vic-
tim’s system. If parts of the data are published on the leak page, we as-
sume that that specific victim did not pay. Additional information on the
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Table 9.1: Variables in the Leak Page Dataset and Missing Values

Variables Unit / Categories Missing Values %

Ransomware Group Categorical (134 Groups) 0/12,250 0%
Country Categorical (156 Countries) 137/12,250 1.1%
Sector Categorical (309 Sectors) 1,010/12,250 8.2%
Data Leaked Binary (Yes = 1 / No = 0) 6,098/12,250 49.8%
Number of Employees Categorical (Small, medium, large) 1,767/12,250 14.4%
Victim First Seen Date (YYYY-MM-DD) 0/12,250 0%
Victim Last Seen Date (YYYY-MM-DD) 0/12,250 0%

organizations were manually added by ecrime.ch and provided to the re-
searchers [29]. The dataset also indicates victim’s first and last seen dates,
with the initial 21 observations considered outliers until bulk observations
started on December 4, 2020. The dataset spanned from December 20,
2019, to March 4, 2024. It includes ransomware group names (categor-
ical), country of victim (categorical), sector of victim (categorical), data
leakage status (binary), and employee count of victim (categorical). The
dataset contained 12,250 unique victims.

• Dataset 2: Intervention list. The second dataset comprises 36 LE inter-
ventions, with some combined into single events, resulting in 29 unique
interventions. After excluding groups that stopped or rebranded before
the intervention, we identified 17 unique interventions. The complete list
is provided in Appendix A (Table 9.5). To systematically explore the im-
pact of interventions on ransomware groups’ operations, we focused on
groups that maintained leak pages from December 20, 2019, to March
4, 2024. Initially, we searched for relevant scientific articles using aca-
demic databases like Scopus and Web-of-Science, but this yielded no res-
ults. Consequently, we shifted our focus to cybersecurity company blogs.
Using Google, we performed targeted searches with queries combining ’in-
tervention type’ and ’ransomware group name’ for each intervention type
and group, resulting in 670 queries (5 interventions x 134 groups). We re-
stricted our search to the first three pages of Google results, assuming high-
quality information is ranked highest. Each search result was reviewed for
articles, reports, and mentions discussing the impact of interventions on
ransomware groups or potential rebranding. Acknowledging potential lim-
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itations associated with using the Google Search Engine [57], we adopted
four measures to mitigate the possibility of having missed interventions.

1. Cross-referencing our interventions with the ransomware cartography
developed by CERT Orange Cyberdefense [80].

2. Conducting pilot study interviews, which identified two missing ar-
rests.

3. Querying the Wayback Machine of NoMoreRansom to find decryptors
and their availability dates [75], which did not yield additional de-
cryptors.

4. Checking EU and USA sanctions websites for additional sanctions,
with no new sanctions found [31, 86].

Consequently, we believe we have a reasonably complete overview of LE
interventions against the ransomware groups included in our study.

• Dataset 3: Rebranding list. The third dataset consists of a list of
ransomware group rebrandings, which we compiled using the same search
strategy as for identifying interventions. This resulted in 19 instances
of rebranding, with the list provided in Appendix B. Using Google, we
searched for ’rebranding’ AND ’ransomware group name’, generating 134
queries aimed at uncovering rebranding events in cybersecurity blogs. We
cross-referenced our rebranding list with the ransomware cartography de-
veloped by CERT Orange Cyberdefense [80]. Further validation was con-
ducted through interviews from our pilot study, which added one more
rebranding event to our list. Given the clandestine nature of rebranding,
we acknowledge that our list may not be exhaustive. However, we believe it
provides valuable exploratory insights to understand displacement within
the scope of this study.

Overall, our findings yielded a list of 36 interventions, with some com-
bined interventions treated as single events, resulting in 29 unique interventions.
Groups stopping or rebranding before the intervention were excluded from the
study, resulting in 17 unique interventions. The complete list is provided in Ap-
pendix A, with Table 9.5 presenting interventions alongside corresponding ma-
licious actor actions after the intervention. Similarly, we identified 19 instances
of ransomware group rebranding, with a list available in Appendix B.

Next, we describe the variables used in this chapter. The two dependent
variables in our study are (see Table 9.1):
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1a. Law Enforcement Intervention: This categorical variable addresses proposi-
tions 1 and 6 by indicating whether the ransomware group experienced an
intervention within our dataset. For propositions 2-5, it is also important
to know the type of intervention. Therefore, we categorize the interven-
tions as follows: ’arrest’, ’sanction’, ’crypto’, ’decryptor’, ’takedown’, ’take-
down+arrest’, ’takedown+decryptor’, and ’takedown+decryptor+arrest’.
These interventions are described in Section 9.2.1.

1b. Response to Intervention: This categorical variable addresses propositions 3
and 5 by indicating the different responses of ransomware groups to an in-
tervention. Timing is crucial for this variable since some groups might have
stopped publishing victims before a law enforcement intervention, making
it impossible to measure the intervention’s effect. If the ransomware group
stopped publishing victims before the intervention, we denote the response
as ’BEFORE’. If no victims were published on leak pages after an interven-
tion, we assume the group stopped all ransomware operations, denoted
as ’STOP’. If new victims were published after an intervention, we assume
ransomware operations continued, denoted as ’CONTINUE’. If the groups
rebranded after the intervention, they are categorized as ’REBRAND’.

The independent variables in this chapter are (See Table 9.1):

2a. Ransomware Group: Names of the ransomware groups involved (categor-
ical). In total 134 groups were found online and were included in the leak
page dataset.

2b. Country of Victim: The country where the victim is located (categorical).
There were 156 countries in the leak page dataset. Due to the prevalence of
single or infrequent observations in countries and sectors, aggregation was
performed. The top 10 most frequent countries were used, other countries
were aggregated to category ’Other’.

2c. Economic sector of Victim: The economic sector in which the victim oper-
ates (categorical). The victims represented in the leak page dataset were
active in 309 sectors. Due to the prevalence of single or infrequent obser-
vations aggregation was performed. Sectors were manually categorized as
important or critical according to EU NIS2 legislation [74]. After aggrega-
tion 3,356 victims were considered critical, 2,415 victims were considered
important and 5,463 victims were considered none of these. Additionally,
sectors were aggregated based on technical intensity, measured through
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sector-level R&D expenditure [39]. After aggregation 2,391 victims were
considered from sectors with high technological intensity, 3,187 victims
with medium technological intensity, and 2,391 victims with low techno-
logical intensity. For an overview see Table 9.1. See Table 9.1.

2d. Data Leakage Status: Victims who were listed on the leak pages did not
always have data exfiltrated. Data leakage status indicates whether data
from the victim was or was not leaked, that is, data were published on the
leak page (data leaked, binary: yes = 1 / no = 0).

2e. Employee Count of Victim: The number of employees working for the victim
(categorical). Employee counts were aggregated into small (1-50 employ-
ees), medium (51-500 employees), and large (501+ employees) compan-
ies, following definitions by [14].

The analyses were conducted using RStudio and R version 4.3.1, employ-
ing packages ggplot, and dplyr. Listwise deletion was applied to handle missing
observations. This research has received approval by the Ethics Committee at
the University of Twente, registered under number 240026. We aim to collect
empirical evidence which might align with the propositions as stated in Section
9.2.

• Proposition 1: Logistic regression was used to determine if ransomware
groups targeting a larger number of significant victims were more likely to
face law enforcement interventions . In this context, "significant" refers to
companies that are either critical according to the NIS directive, technolo-
gically intensive, based in the USA or elsewhere, or are large enterprises.

• Proposition 2: Due to many countries having a small number of attacks,
or have victims listed by ransomware groups who faced an interventio n, a
non-parametric Spearman’s correlation test tested if countries with a many
ransomware are more likely to conduct law enforcement interventions.

• Propositions 3 and 5: A binomial regression model tested to what extent
ransomware groups cease operations, continue operations or rebrand after
a LE intervention, compared to a baseline of zero.

• Proposition 4: A paired t-test and the non-parametric Wilcoxon signed-
rank test were employed to compare the scale of operations—measured by
the number and significance of victims—before and after interventions for
groups that continued operations. Here, significance is defined as victims
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from high technological sectors and/or critical infrastructure according to
NIS2.

• Proposition 6: A multinomial logistic regression will assess the relation-
ship between an intervention, uptime of a leakpage, the number of vic-
tims and possible rebranding either with or without split-up and with or
without overlapping uptime of leak page servers of the original group and
the rebranded group.

A p-value of 0.05 or lower indicates that the variable significantly predicts the
dependent variable at a significance level of α = 0.05. Given the limited number
of observed interventions, the statistical power of these tests is likely to be low.
While conducting these tests could provide explorative insights regarding our
propositions, the results should be interpreted cautiously due to the increased
risk of Type I errors (false positives) and Type II errors (false negatives).

9.4 Results of Analysis
In this section, we explore the group characteristics influencing the likelihood
of a LE intervention. Subsequently, we outline the nature of the interventions
carried out against the ransomware groups. Finally, we will conclude the section
with an analysis of the reaction of the groups on the LE intervention.

9.4.1 Ransomware Groups Facing an LE Intervention
An overview of the descriptive statistics can be found in Table 9.11. Victims
were reported across 156 countries and 309 sectors. Top sectors included Con-
struction (662 observations), Law Practice (384 cases), and Hospitals and Health
Care (378 victims). Most victims were from the United States, with 5,783 victims
(47,7%). After normalizing for GDP [92], most countries appear to be relatively
evenly affected, except for Canada (30.6%) and India (5.3%). Although the
number of victims from critical (NIS) and technologically intensive (Tech) sec-
tors is comparable to that of other countries, the percentage of data leaked on
leak pages in the U.S. is lower at 37.2%, compared to 40-45% in other countries.
This would suggests that the companies from the U.S. are more willing to pay,
assuming that their data is less frequently published.

A summary of the results of the logistic regression analysis to address Pro-
position 1 is shown in Table 9.3. The analysis revealed several key findings re-
garding the impact of various factors on the probability of a ransomware group
being targeted by a LE intervention. Firstly, groups that attack a large num-
ber of victims and mainly target large companies among have a much higher
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likelihood of facing a LE intervention then groups that make fewer victims and
focus on smaller companies. Conversely, groups that attacked organisations be-
longing to Network Information Systems (NIS), to the technology sector, (Tech),
whether or not they data was leaked and published on the leak page, and the
amount of victims from the USA were not experiencing more LE interventions.
Moreover, the total amount of time a group was active decreased the probability
of intervention. Taken together, the evidence suggests support for Proposition
1, as a ransomware group’s likelihood of facing intervention seems to rise with
the number of victims, especially when those victims are substantial in size.

Although ransomware groups with many victims in the USA might not have
a higher probability of facing interventions, US law enforcement could be more
frequently involved with interventions compared to other countries. Table 9.11
shows that the USA is involved in 20 out of 29 interventions. Similarly, LE in other
top 10 most frequently attacked countries, such as France, Germany, Canada,
Spain, and the UK, is also very active against ransomware groups (Table 9.11).
While Ukraine is not among the top 10 most targeted countries, it might be
involved inmany interventions since any arrests in Ukraine require the assistance
of Ukrainian LE.

Table 9.2: Descriptive Statistics of Leak Page Dataset: Frequency of Attacks, Fre-
quency over GDP, Sector Importance (NIS and Tech), Company Size, and Data
Leaked.

Country Freq Freq/GDP
×105

% NIS % Tech % Large
Companies

% Data
Leaked

USA 5783 (47.7%) 24.7 47.3 44.2 26.7 37.2
UK 696 (5.7%) 24.5 48.3 40.9 26.9 43.5
Canada 608 (5.0%) 30.6 42.3 42.9 26.6 37.3
Germany 508 (4.2%) 13.5 46.7 51.0 43.9 40.6
France 494 (4.1%) 19.3 41.9 42.1 36.1 40.9
Italy 416 (3.4%) 22.1 50.7 46.9 25.8 35.6
Spain 260 (2.1%) 19.9 48.1 49.2 29.1 45.4
Australia 255 (2.1%) 16.4 46.7 40.0 20.1 44.3
Brazil 224 (1.8%) 12.7 46.0 44.2 53.6 46.0
India 168 (1.4%) 5.3 67.3 64.9 67.1 42.3
Other 2701 (22.3%) X 48.9 50.6 47.1 41.8
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Table 9.3: Logistic Regression Analysis of the Likelihood of Ransomware Groups
Facing an Intervention.

Variable Estimate Std. Error z-value Pr(> |z|)
Intercept -1.57 0.50 -3.13 0.002*
Total victims 0.19 0.09 2.12 0.034*
NIS count -0.26 0.21 -1.22 0.224
Tech count -0.22 0.19 -1.17 0.244
Uptime leakpage mean -0.01 0.01 -2.44 0.015*
Data leak count -0.13 0.07 -1.84 0.066
Large company count 0.45 0.20 2.27 0.023*
USA -0.04 0.09 -0.43 0.667

To address Proposition 2, we conducted a Spearman’s correlation test,
which was also significant. The test reveals a moderate, positive correlation
(ρ = 0.437, p < 0.001) between the number of victims and the number of in-
terventions, supporting Proposition 2 that countries that suffer a relatively high
level of victimization correlates are also involved in more LE interventions.

9.4.2 Actions Of Ransomware Groups After Intervention
We begin this section by examining the interventions we identified during the
data collection process and providing examples of exactly what happened. We
refer to ransomware groups by their name, for example ’Cl0p’, ’Doppelpaymer’,
etc.

Intervention 1: Arrests. The ransomware group ‘Cl0p’ faced arrest of six per-
sons and equipment seized on June 1, 2021, allegedly involving the part
of the group responsible for money laundering [10]. They continued oper-
ations until the end of our data collection period. The arrests begin when
Cl0p breached four South Korean companies in 2019. The ‘Doppelpay-
mer’ group faced an arrest on February 28, 2023. The last victim that they
put online on their leak page was in September 2021; the group allegedly
rebranded before [12]. LE in Germany arrested one person, together with
the Ukrainian police. Both police forces also seized equipment. In addition,
arrest warrants for three important figures in the group were issued. The
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Table 9.4: Summary of 29 interventions by country, with multiple countries in-
volved in some interventions. Top 10 countries are shown; others are grouped
as ’Other’.

Country Arrest Sanction Crypto Decryptor Takedown Multiple
Interventions

Total

USA 6 5 1 1 2 5 20
UK 1 3 0 0 0 4 8
France 2 0 0 0 1 4 7
Germany 3 0 0 0 0 4 7
Netherlands 2 0 1 0 0 3 6
Ukraine 4 0 0 0 1 1 6
Sweden 1 0 0 0 0 3 4
Canada 1 0 0 0 0 2 3
Australia 1 1 0 0 0 1 3
Spain 0 0 0 0 0 3 3
Other 10 4 2 3 5 24 48

same with ‘Grief ’ ransomware group, which faced an arrest on February
28, 2023, whereas the last victim appeared on their leak page on March
2022. They probably rebranded before to ’NoEscape’ [12]. Finally, ‘REvil’
faced arrests twice, on November 4, 2021, and January 14, 2022, and also
apparently rebranded (at least partially) before to ‘Blogxx’, ‘Spectre’, and
‘Ransom Cartel’ [80, 61, 40]. The last victim of REvil was in October 2021
after LE intervention. ‘Egregor’ stopped after affiliates were arrested on
February 10, 2021, in a collaborative operation of Ukraine and France LE
[82]. France LE started the investigation apparently after complaints from
the public over the ransomware gang. Finally, Lockbit faced an arrest of
an affiliate on June 15, 2023, but continued its activities until the end of
our dataset period [9].

Intervention 2: Sanctions. Sanctions typically involve travel restrictions, asset
freezes, and/or arrest warrants [usasanctions , 31]. It is important to note
that these actions were all initiated by LE. However, they are often imple-
mented with considerable delays, frequently occurring after the targeted
ransomware group has already ceased operations or undergone rebrand-
ing. For instance, sanctions against ‘BlogXX’ and ‘Babuk’ were imposed
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well after these groups had ceased publishing victims on leak pages, with
more than a year passing before the individuals behind these operations
were sanctioned [16, 83]. The imposition of sanctions against ‘Babuk’ may
be linked to the public interview conducted with Babuk [16]. Similarly,
sanctions against ‘Conti’ and ‘REvil’ were implemented after these groups
had rebranded. In the case of ‘Conti’, sanctions were imposed half a year
to one year after the group ceased operations [49, 35], while sanctions
against REvil were enacted one month after the group stopped [28].

Intervention 3: Crypto-asset freezing. The freeze of crypto of the group ‘Dark-
Side’ occurred in the aftermath of the Colonial Pipeline attack, and after
the group had already rebranded to ‘BlackMatter’ and/or ‘BlackCat’ [44].
Another crypto freeze involved the seizure of Cl0p assets in connectionwith
the attack on Maastricht University [25]. It is worth mentioning that as a
result of the freeze, Maastricht University received a refund of the ransom
they had paid, and generated a significant profit due to the increased value
of Bitcoin. ’Cl0p’, however, continued their activities after this intervention.

Intervention 4: Decryptor release. ‘Egregor’ discontinued its ransomware op-
erations before its creators distributed a decryptor, attributing the decision
to the arrests of REvil members [60]. ‘Avaddon’ continued for 5 months
after the decryptor became publicly available [58]. The ‘BlackBasta’ de-
cryptor was known by December 30, 2023, but the group continued oper-
ations afterwards. Possibly, groups continuing operations after a decryptor
becomes available change their ransomware malware [33]. After the ‘RE-
vil’ decryptor became known on September 16, 2021, the USA assisted in
its release [54]. A month later, on October 16, 2021, they released their
last victim and rebranded [80]. While Bitdefender could not share details
about how they obtained the master decryption key or the law enforce-
ment agency involved, they informed BleepingComputer that it works for
all ‘REvil’ victims encrypted before July 13th 2021. The Maze decryptor
was released on February 9, 2022, while their latest victim was mentioned
on the group’s leak page on December 15, 2020. Allegedly, they published
the decryptor released by their own makers, indicating a link to the ‘REvil’
arrests [60]. The Prometheus decryptor became known on August 1, 2021.
A month later, on September 14, 2021, the last victim of the group was
mentioned in the leak page data. The malware has a weak random num-
ber generator, which made a decryptor possible. Initially the Prometheus
malware was based on Thanos ransomware, it later evolved into Spook,
but they ceased operations on October 26, 2021 [6].
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Intervention 5: Takedown of the leak page infrastructure. DarkSide experi-
enced a takedown of their leak page infrastructure on May 13, 2021, al-
though it remains unclear whether law enforcement was involved or if the
group self-initiated the takedown to rebrand and mitigate the risk of law
enforcement action [1]. Egregor was taken down on February 16, 2021,
by the combined efforts of LE in the USA, France, and Ukraine. Following
the takedown, the site remained offline, and associates deactivated their
forum profiles [4]. Similarly, REvil was taken down on October 21, 2021.
However, given that their last victim appeared on the group’s leak page
on October 16, this suggests that they already ceased their operations be-
fore the takedown. This takedown was initiated by the United States LE in
response to REvil’s significant Kaseya attack. Additionally, REvil’s servers
were reportedly hacked by the United States LE earlier in the same year
[77]. Lastly, the takedown of Trigona was not conducted by LE but by
the Ukrainian Cyber Alliance, an activist group targeting Russian hacker
groups due to the Russian-Ukraine war [88].

6. Multiple interventions. There are five LE interventions that consisted ofmul-
tiple actions . For instance, a takedown was combined with an arrest, de-
cryptor, or both. AlphVM/Blackcat, which was the target of a joint oper-
ation involving LE of the USA, Germany, Denmark, Australia, UK, Spain,
Switzerland, and Austria, underwent a takedown, followed by the sub-
sequent release of a decryptor. Despite some fluctuations in website avail-
ability, the group continued its operations, with the last victim recorded on
March 4, 2023 [85]. Similarly, Lockbit3.0 faced a takedown and decryptor
release through coordinated efforts by LE of multiple countries including
France, Germany, the Netherlands, Sweden, Australia, Canada, Japan, the
UK, USA, and Switzerland [48]. Despite these actions, Lockbit3.0 persisted
in publishing victims on their leak pages, remaining active throughout our
observation period. The takedown and arrest of Netwalker and Ragnar
Locker on January 27, 2021, and October 11, 2023, respectively, were
successful, meaning that no further victims were reported on the groups
leak page or on other security blogs post-intervention [53, 76]. Likewise,
Hive, targeted on January 26, 2023, experienced a takedown, a decryptor
release, and arrests through coordinated actions involving the LE of 13
countries [78]. Subsequently, there was no further activity from Hive on
the leak page.

It is important to note that we encountered several events occurring across
multiple groups, which could have potentially impacted a groups’ decisions to
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Table 9.5: The actions of ransomware groups in response to various interven-
tions, which includes interventions occurring prior to group stopping (STOP BE-
FORE) or rebranding (REBRAND BEFORE).

Intervention STOP
BEFORE

REBRAND
BEFORE

CONTINUE STOP REBRAND Total

Arrest 0 4 2 1 0 7
Crypto Freeze 1 0 1 0 0 2
Decryptor 2 0 2 0 2 6
Sanction 1 3 0 1 0 5
Takedown 0 1 1 2 0 4
Takedown, Arrest 0 0 0 2 0 2
Takedown, Decryptor 0 0 1 0 0 1
Takedown, Decryptor, Arrest 0 0 1 1 0 2
Total 4 8 8 7 2 29

cease operations or undergo rebranding. These events included internal dis-
putes, self-shutdowns, and public interviews. We describe these events below.

Two groups experienced an internal dispute that resulted in leaks of private
communications. These leaks became known as the Conti leaks and the Yan-
luowang Leaks [37, 52]. The Conti leaks ensued after a conflict over a public
statement indicating Conti’s support for Russia in the Russia-Ukraine war [41].
Yanluowang, consisting of 18 members, of which 5 were active, and had chats
that were exposed by a group member, revealing plans to target critical infra-
structure, excluding those from the Soviet Union [37].

Some groups publicly announced they ceased operations, sometimes com-
binedwith the release of decryption keys. This is also labelled as ‘self-shutdowns’.
Sometimes this self-shutdown is combined with an ’exit scam’, in which ransom-
ware groups state they have been arrested by LE, with the hidden aim to keep
the profit share of affiliates to themselves [63]. We observed self-shutdowns
of File Leaks, AstroLocker, Ragnarok, BlackMatter, and Avaddon. Two groups,
File Leaks and AstroLocker, underwent rebranding after a self-shutdown [69, 6].
Avaddon possibly rebranded after 2.5 years to NoEscape [40].

Furthermore, some ransomware actors grant interviews [45, 16], possibly
driven by a desire to establish a reputation or a perception of invincibility against
arrest [45, 55]. Typically, these interviews are conducted anonymously. One
notable exception is the interview with Wazawaka, who provided insights into
ransomware attacks of Babuk ransomware that only the perpetrator could pos-
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sess [16]. This interview revealed the identity of Wazawaka and might therefore
have an impact on the continuation of ransomware operations of Babuk.

There are several considerations regarding the labeling of interventions.
Firstly, it’s important to highlight that two groups, Hive and Netwalker, poten-
tially underwent rebranding some time after the intervention, with Hive rebrand-
ing after nine months. According to the Hive operators, they sold their ransom-
ware malware to Hunters International, but they kept operating independently
as two separate groups. We decided that this incident is no rebranding event
because there appear to be two different groups.

Secondly, the arrest of an actor associated with Doppelpaymer/Grief/Entropy
is treated as a single intervention due to the multiple rebrandings preceding the
arrests, indicating a complex scenario where all three groups were linked to the
same attack.

Thirdly, out of the 25 groups targeted by interventions, seven experienced
multiple interventions over time, with REvil facing the highest number of inter-
ventions (five in total) before rebranding. It’s noteworthy that law enforcement’s
decryptor capabilities, as claimed in some cases like Lockbit3.0, appear to be re-
latively limited.

Reviewing the outcomes of various interventions (see Table 9.5), we observe
that prior to any intervention, 4 groups stopped victim publication (STOP BE-
FORE), while 8 groups rebranded before an intervention (REBRAND BEFORE).
8 ransomware groups continued their activities post-intervention (CONTINUE).
Additionally, 7 groups ceased operations post-intervention (STOP), and 2 groups
rebranded after the intervention.

Table 9.6: Summary of Ransomware Group Statistics by Intervention Type.

Intervention Type Freq Mean
Victims

Mean
Intervention

Time

Mean
Uptime
Leak Page

∆ Uptime -
Intervention

Time

Arrest 7 468 399 636 237
Sanction 5 425 727 505 -222
Crypto 2 316 379 671 292
Decryptor 6 243 316 348 32
Takedown 4 171 197 399 202
Multiple interventions 5 540 604 622 18
Interview, Dispute, Shutdown 10 373 442 551 109
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To address Proposition 3, a binomial test was conducted to evaluate the
effectiveness of interventions on ransomware groups ceasing operations. With 7
cases where groups ceased operations out of 17 total interventions where groups
did not already stop or rebrand before the intervention. The test was significant
(p < 0.001). However, rebranding was with 2 out of 17 cases not significantly
different from 0 (p = 0.2078), which implies groups do not rebrand after an
intervention, contradicting Proposition 5.

In addition to examining post-intervention behaviors of ransomware groups,
it is interesting to better understand the dynamic between ransomware group
characteristics and type of interventions. Table 9.6 offers an overview of statist-
ics of intervention type and ransomware group characteristics. Notably, the ana-
lysis helps improve our understanding of intervention strategies and ransomware
group actions. For example, sanctions (such as travel restrictions and/or assets
freeze) and arrests typically occur after a group has ceased operations, reflecting
the time it takes for law enforcement to identify suspects.Ransomware groups fa-
cing arrests and sanctions tend to have the largest average amount of victims, as
observed among those subjected to multiple interventions. Taken together, these
results imply that arrests and sanctions take more effort from law enforcement,
and are used against ransomware groups that claim large of victims. Addition-
ally, the decryptor intervention yields minimal differences between uptime and
intervention time, suggesting that many ransomware groups rebrand or cease
operations if a decryptor is available. Here, intervention time is the time between
a group published there first victim and the LE intervention. Finally, takedowns is
associated with an intervention time of approximately 197 days, despite groups
continuing operations for roughly another 200 days thereafter, implying a relat-
ively straightforward intervention process for law enforcement.

Table 9.7: Comparison of Victim Characteristics of Ransomware Groups Who
Continue Before and After Interventions

Ransomware
Group

Intervention
Victims
Before

Intervention

Victims
After

Intervention

% Large
companies
before

Intervention

% Large
companies

after
Intervention

% NIS
before

Intervention

% NIS
after

Intervention

% Tech
before

Intervention

% Tech
after

Intervention

% USA
before

Intervention

% USA
after

Intervention

AlphVM Takedown, Decryptor 687 64 38.7 33.9 50.5 58.1 20.4 25.8 50.1 57.8
Avaddon Decryptor 23 173 22.2 23.8 33.3 54.3 16.7 21.0 69.6 36.0
BlackBasta Decryptor 382 42 34.5 22.5 43.0 40.0 20.7 15.0 57.5 53.7
CL0P Crypto 131 399 40.3 63.7 60.5 64.5 24.8 31.4 62.6 61.0
CL0P Arrest 66 464 66.7 56.8 70.8 62.5 26.2 30.3 50.0 63.0
LockBit 3.0 Takedown, Decryptor, Arrest 1574 19 28.1 47.4 50.0 47.4 20.4 21.1 35.9 63.2
LockBit 3.0 Arrest 902 691 29.4 27.2 49.2 50.9 20.9 19.9 33.2 40.2
REvil Decryptor 312 5 33.9 40.0 45.1 20.0 17.5 20.0 60.5 20.0
Trigona Takedown 35 13 18.2 18.2 42.4 50.0 15.2 25.0 45.7 33.3
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9.4.3 Crime Displacement After Intervention

In this subsection we will first compare the scale of the operations of ransom-
ware groups, before and after a LE intervention. Subsequently, we will examine
the relationship between law enforcement interventions and specific types of
rebranding.

Firstly, ransomware groups may alter their targeting strategy following an
intervention, potentially opting to target fewer victims or shifting focus away
from critical infrastructure to mitigate the risk of further interventions or Law
Enforcement attention. See Table 9.7 for overview of groups who continue after
an LE intervention.

To evaluate Proposition 4, we conducted a paired t-test, revealing no signi-
ficant differences in the mean values of the number of victims (p = 0.143), %
of large companies (p = 0.378), % NIS (p = 0.856), and % USA (p = 0.492).
However, only for% tech companies, the paired t-test yielded a significant result
(p = 0.039), meaning that percentage of tech companies before is larger than
amount of tech companies after intervention. Additionally, to assess the robust-
ness of these findings, we employed a non-parametric Wilcoxon signed-rank test.
The results of this test resembled those of the paired t-test, indicating no signi-
ficant differences, before and after the LE intervention in the number of victims
(p = 0.160), % large companies (p = 0.441), % NIS (p = 0.695), and % USA
(p = 0.625). Yet, for % tech companies, the Wilcoxon test is on the verge of
statistical significance with p= (p = 0.064) with α = 0.05. We conclude that, be-

Table 9.8: Names of Ransomware Groups Who Rebranded Categorized by Over-
lap and Split-up

Overlap No split-up Split-up

No Overlap

Group 1
Avaddon, Cuba, Babuk,
Darkside, Hive, RansomHouse,
Nefilim, Prometheus

Group 2
Conti

Overlap

Group 3
DoppelPaymer, Haron,
Lockbit1.0, Lockbit2.0,
Vice Society

Group 4
Maze
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sides a decrease of tech companies after intervention, we do not have sufficient
statistical evidence to support Proposition 4.

The second issue is rebranding. Ransomware groups may choose to rebrand
and adopt a different strain, which could represent a form of crime displacement.
We identify four types or groups of rebranding in our dataset, see Table 9.8.

To address Proposition 6, a multinomial logistic regression was performed to
assess the relationship between interventions, leak page uptime, and the number
of victims in relation to different types of rebranding: with or without split-up
and with or without overlapping uptime. Despite the limited number of obser-
vations in the different groups (see Table 9.8), the model revealed a signific-
ant relationship between intervention and Group 1 (no split-up and no overlap)
(p < 0.001). The other variables were not significant. This result is not congru-
ent with Proposition 6, as Group 1 has no split-up. However, given that only two
ransomware groups split up after rebranding, these findings may be attributed
to the limited number of observations.

9.5 Discussion and Conclusion
In this chapter, our primary objective was to investigate the response of ransom-
ware groups to law enforcement interventions. To achieve this, we formulated
three research questions.

RQ1 aimed to understand the factors influencing the probability of a law en-
forcement intervention. We found that ransomware group characteristics such
as total amount of victims, uptime of the leakpage, and the presence of large
companies significantly impacted intervention probability. Additionally, law en-
forcement was more active in countries heavily affected by ransomware attacks.
However, other factors like victim count of critical infrastructure, technological
intensive sectors and data leakage did not affect the likelihood of ransomware
groups being targeted by law enforcement.

RQ2 aimed to understand how ransomware actors respond to various law
enforcement interventions, including arrests, sanctions, crypto-asset freezes, de-
cryptors, and takedowns. Post-intervention, 8 out of 17 groups continued op-
erations, 7 groups ceased operations, and 2 groups rebranded. We conclude
that law enforcement interventions significantly impact ransomware operations,
aligning with Situational Crime Prevention theory, where interventions increase
efforts and risks while decreasing profits for ransomware groups.

RQ3 aimed to understand crime displacement. We found that ransomware
groups typically do not rebrand after an intervention. However, there was limited
evidence suggesting that groups continuing operations post-intervention change
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the type or number of victims they target, including a decreased number of vic-
tims from technological intensive sector. Additionally, interventions were linked
to rebranding characterized by no overlap between the old and new group’s leak
page uptime and no split-up into multiple new groups.

Our exploratory analysis suggests that arrests and sanctions may correlate
with ransomware groups having a high victim count, with law enforcement tak-
ing longer to intervene from the time the first victim is published. Different
kinds of interventions appeared to have specific consequences. The presence
of a decryptor was linked to shorter leak page uptimes post-intervention. Take-
downs of leak pages were associated with fewer victims and quicker intervention
times. Considering that 2 out of 4 ransomware groups ceased activity following
takedowns, this approach could be seen as a cost-effective intervention strategy
against ransomware.

9.6 Limitations and Further Work
There are different limitations of this study:

1. Causality. Drawing causal conclusions from observational data presents chal-
lenges [91, 62, 90]. Ransomware groups may differ in various ways bey-
ond facing interventions. Nonetheless, as emphasized by [91], an overly
strict focus on the ‘causation versus correlation distinction’ can be limiting,
as even randomized control experiments do not always provide watertight
evidence. Furthermore, there are legal and ethical challenges conducting
randomized trials with law enforcement interventions. Therefore, we ar-
gue this paper is a best effort of understanding the relationship between
interventions and action of ransomware groups.

2. Low sample size. Due to low sample size of interventions, it is hard to draw
definitive conclusions because the statistical tests that were used do not
have that much statistical power. Furthermore, it makes an analysis more
prone to measurement errors, to the volatility or special circumstances of
specific groups.

3. Biased intervention list. Our list of interventions may be biased due to the
’searchlight effect’ [91], wherein interventions are more likely to be found
in areas that are actively searched, potentially overlooking others. For ex-
ample, the absence of Chinese or Japanese-speaking authors may hinder
the identification of interventions from these regions. Additionally, some
law enforcement interventions may not be publicly disclosed. To mitigate
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this bias, future research could explore alternative search engines from
different countries and continents.

Further research could explore the costs associated with different types of law
enforcement and government agency interventions, both material and immater-
ial [67]. This would enable cost-benefit analyses to evaluate the effectiveness and
efficiency of various intervention strategies and compare them with preventive
interventions, which might be more cost-effective [8, 51, 50, 81]. Addition-
ally, investigating the impact of perceived attacker reputation on ransomware
groups’ decisions to rebrand or cease operations could provide valuable insights.
Attacker reputation usually refers to the perceived likelihood of receiving a de-
cryption key after payment [13]. Examining how law enforcement interventions
affect attacker reputation from both the victim’s and affiliate’s perspectives could
offer a broader understanding of intervention effectiveness.

In conclusion, this study is the first to evaluate ransomware interventions
using data from victims published on leak pages after double-extortion ransom-
ware attacks. Despite its limitations, we believe this study represents a step in
the right direction for policymakers and law enforcement agencies worldwide to
make more evidence-based decisions regarding law enforcement interventions.

9.7 Policy Recommendations
This study provides insights for policymakers and law enforcement on the effect-
iveness of ransomware interventions. The results suggest the following:

Policy Implication 1: Emphasize Frequency over Scale. Based on our find-
ings, increasing the frequency of interventions might be disruptive. Smaller, fre-
quent actionsmight significantly pressuremalicious actors, contrary to the expert
belief that only major takedowns or arrests are effective.

Policy Implication 2: Maintain Unpredictability. Vary and randomize in-
terventions to counter ransomware groups’ adaptive methods. Use the different
types of interventions discussed in this chapter as inspiration. Focusing on im-
plementing Situational Crime Prevention principles—such as Increasing Effort,
Increasing Risks, Reducing Rewards, Reducing Provocations, and Removing Ex-
cuses—can enhance effectiveness [2, 20, 26, 17, 50, 43].

While our study indicates smaller interventions can be effective, more con-
trolled studies are needed. The discrepancy between our findings and expert
opinions underscores the need for further research to refine these recommend-
ations.
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9.8 Ethics
We follow the principles from Menlo Report [3] to justify the ethical considera-
tions made in this chapter:

Respect for Persons: Prioritizing privacy and confidentiality, data was aggreg-
ated at country and sector levels to safeguard the privacy of victims.

Beneficence: While there is a possibility that providing information about in-
terventions may aid criminals in altering their actions, we believe our ap-
proach ultimately aids law enforcement in combating ransomware. We
estimate that the overall impact of our study is positive.

Justice: All ransomware attacks included in the study were afforded equal op-
portunity, without bias towards specific entities. Selection criteria were
based solely on the presence of ransomware-related keywords.

Respect for Law and Public Interest: Information pertaining to law enforce-
ment operations and government interventions was handled discreetly.
Our study aims to offer valuable insights into the effectiveness and cost-
benefit of law enforcement interventions against ransomware, thereby as-
sisting law enforcement in making well-informed decisions when planning
interventions.
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Appendix A
This appendix provides detailed information about the ransomware strains, their
interventions, and the frequency of ransomware incidents by country. The fol-
lowing tables summarize the key aspects of the dataset used in this chapter Table
9.9, 9.10, and 9.11.
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Table 9.9: List of Ransomware Strains and Interventions

ID Strain Event Date intervention Date last victim
1 AlphVM Takedown, Decryptor 19/12/2023 01/03/2024
2 Darkside Takedown 13/05/2021 13/05/2021
3 Egregor Takedown 16/02/2021 10/02/2021
4 HiveLeaks Takedown, Decryptor, Arrest 26/01/2023 26/01/2023
5 NetWalker Takedown, Arrest 27/01/2021 27/01/2021
6 RagnarLocker Takedown, Arrest 16/10/2023 11/10/2023
7 REvil Takedown 21/10/2021 16/10/2021
8 Trigona Takedown 21/10/2023 01/03/2024
9 LockBit 3.0 Takedown, Decryptor, Arrest 20/02/2024 01/03/2024
10 CL0P Arrest 01/06/2021 26/02/2024
11 DoppelPaymer Arrest 28/02/2023 17/09/2021
12 Egregor Arrest 10/02/2021 10/02/2021
13 Grief Arrest 28/02/2023 24/03/2022
14 LockBit 3.0 Arrest 15/06/2023 01/03/2024
15 REvil Arrest 04/11/2021 16/10/2021
16 REvil Arrest 14/01/2022 16/10/2021
17 Avaddon Shutdown 11/06/2021 11/06/2021
18 BABUK PublicInterview 26/08/2022 26/02/2021
19 BlackBasta Decryptor 30/12/2023 01/03/2024
20 BlackMatter Shutdown 01/11/2021 04/11/2021
21 Conti InternalDispute 27/02/2022 22/06/2022
22 Darkside Crypto 07/06/2021 13/05/2021
23 MAZE Decryptor 09/02/2022 15/12/2020
24 Prometheus Decryptor 01/08/2021 14/09/2021
25 Ragnarok Shutdown 26/08/2021 26/08/2021
26 REvil Decryptor 16/09/2021 16/10/2021
27 Avaddon Decryptor 15/01/2021 11/06/2021
28 BABUK Sanction 16/05/2023 26/02/2021
29 Conti Sanction 09/02/2023 22/06/2022
30 Conti Sanction 07/09/2023 22/06/2022
31 REvil Sanction 08/11/2021 16/10/2021
32 Yanluowang InternalDispute 31/10/2022 31/10/2022
33 File Leaks (SYNack) Shutdown 15/08/2021 15/08/2021
34 AstroLocker Shutdown 04/07/2022 09/06/2021
35 BlogXX Sanction 23/01/2024 06/01/2023
36 Egregor Decryptor 09/02/2022 10/02/2021
37 CL0P Crypto 02/07/2022 01/03/2024
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Table 9.10: Strain Rebranding

Initial Strain Rebrand strain 1.0 Rebrand strain 2.0
Avaddon NoEscape
Cuba IndustrialSpy
Babuk Payload.bin

Conti
3AM, Akira,
Blackbastsa, BlackByte,
MountLocker, Karakurt
Royal Blacksuit
XingLocker Quantum

Darkside Blackmatter Blackcat
Doppelpaymer Grief
Haron Midas
Hive Hunters International
Ransomhouse 8Base
Lockbit1.0 Lockbit2.0 Lockbit3.0
Revil LV
Nefilim Nokoyawa
Prometheus Spook
Maze Suncrypt, Egregor
Vice Society Rhysida



314 EVALUATING LAW ENFORCEMENT INTERVENTIONS

Table 9.11: Summary of country frequencies for ransomware victims

ID Country Freq ID Country Freq ID Country Freq
1 United States 5783 54 Hungary 14 107 Iran, Islamic Republic of 2
2 United Kingdom 696 55 Puerto Rico 14 108 Isle of Man 2
3 Canada 608 56 Venezuela 14 109 Madagascar 2
4 Germany 508 57 Dominican Republic 13 110 Maldives 2
5 France 494 58 Ecuador 13 111 Monaco 2
6 Italy 416 59 Finland 13 112 Myanmar 2
7 Spain 260 60 Guatemala 13 113 North Macedonia 2
8 Australia 255 61 Kenya 12 114 Saint Kitts and Nevis 2
9 Brazil 224 62 Angola 10 115 Seychelles 2
10 India 168 63 Jamaica 10 116 Ukraine 2
11 Switzerland 141 64 Morocco 10 117 Virgin Islands, U.S. 2
12 Unknown 137 65 Pakistan 10 118 Zimbabwe 2
13 Netherlands 130 66 Panama 10 119 Antigua and Barbuda 1
14 Mexico 117 67 Slovakia 10 120 Belize 1
15 Belgium 109 68 Bangladesh 9 121 Bermuda 1
16 Japan 104 69 Croatia 8 122 Brunei 1
17 Thailand 91 70 Cyprus 8 123 Burkina Faso 1
18 Austria 88 71 Nigeria 8 124 Cayman Islands 1
19 Taiwan 86 72 Trinidad and Tobago 8 125 Curacao 1
20 China 85 73 Uruguay 8 126 Democratic Republic of the Congo 1
21 United Arab Emirates 79 74 Iran 7 127 Ethiopia 1
22 South Africa 73 75 Oman 7 128 French Guiana 1
23 Argentina 70 76 Tunisia 7 129 Gambia 1
24 Israel 70 77 Jordan 6 130 Ghana 1
25 Sweden 69 78 Lithuania 6 131 Gibraltar 1
26 Hong Kong 65 79 Serbia 6 132 Greenland 1
27 Singapore 63 80 Sri Lanka 6 133 Guernsey 1
28 Turkey 62 81 Bahrain 5 134 Guyana 1
29 Indonesia 58 82 Namibia 5 135 Honduras 1
30 Portugal 54 83 Nicaragua 5 136 Iceland 1
31 Colombia 51 84 Senegal 5 137 Iraq 1
32 Malaysia 47 85 Bahamas 4 138 Jersey 1
33 Poland 38 86 Barbados 4 139 Kazakhstan 1
34 Philippines 37 87 Bolivia, Plurinational State of 4 140 Libya 1
35 Denmark 36 88 Bosnia and Herzegovina 4 141 Liechtenstein 1
36 Peru 35 89 Botswana 4 142 Macedonia, Republic of 1
37 Chile 33 90 Estonia 4 143 Mali 1
38 New Zealand 33 91 Slovenia 4 144 Malta 1
39 Saudi Arabia 32 92 Tanzania 4 145 Moldova 1
40 South Korea 32 93 Algeria 3 146 Mongolia 1
41 Czech Republic 31 94 Cameroon 3 147 Montenegro 1
42 Vietnam 30 95 Cuba 3 148 Palestine 1
43 Egypt 27 96 El Salvador 3 149 Papua New Guinea 1
44 Ireland 27 97 Fiji 3 150 Russia 1
45 Norway 27 98 Haiti 3 151 Sint Maarten 1
46 Romania 27 99 Ivory Coast 3 152 Syria 1
47 Bulgaria 23 100 Latvia 3 153 Tonga 1
48 Greece 23 101 Mauritius 3 154 Uzbekistan 1
49 Kuwait 18 102 Paraguay 3 155 Vanuatu 1
50 Luxembourg 18 103 Uganda 3 156 Virgin Islands, British 1
51 Costa Rica 16 104 Albania 2 157 Zambia 1
52 Lebanon 16 105 Czechia 2
53 Qatar 16 106 Gabon 2
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There is no real ending. It’s just the place
where you stop the story

∼ Frank Herbert



Chapter 10

Conclusions

In this chapter, we summarize the main findings of this thesis. We begin by ex-
amining ransomware prevalence, followed by a discussion of the implications for
Rational Choice Theory. Subsequently, we revisit each sub-question and provide an-
swers informed by the preceding chapters. Afterwards, we address the main research
question outlined in Chapter 1. Finally, we offer our perspective on future research
directions.
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10.1 Prevalence
Assessing the prevalence of ransomware is important for ensuring government
accountability, informing public awareness, guiding resource allocation, and
supporting research efforts [14]. This dissertation examines the prevalence of
ransomware attacks on both individuals and companies, using police reports,
incident response records, and leakpage data.

For individuals, our focus was on ransomware targeting NAS devices (Chapter
6). Between 2019 and 2022, 502 successful ransomware attacks were reported
to the Dutch police, excluding 23 unsuccessful attempts. Of these, 104 (20.7%)
targeted NAS devices, which are more automated and less complex. Shodan
data showed 604 DeadBolt infections in the Netherlands by August 2022, while
police estimated 1,100 infected devices by October 2022 [11, 5]. However, only
31 DeadBolt attacks were reported to the police, reflecting a low reporting rate
of 5.1% based on Shodan data and 2.8% based on police estimates. These figures
are consistent with previous research indicating that only 5-10% of cybercrime
incidents are reported [16].

For companies, ransomware prevalence varies across datasets and company
sizes (Chapters 3, 4, 5, and 9). From 2019 to 2022, we estimate that 138 large
companies (95% CI: 55.1 to 122.6), 219 medium companies (95% CI: 98.3 to
190.1), and 2,706 small companies (95% CI: 1272.6 to 7057.2) in the Neth-
erlands experienced ransomware attacks. While the estimates for large and
medium companies are reliable, the figures for small businesses contain more
uncertainty due to wider confidence intervals.

Underreporting remains an important issue across all company sizes. Ap-
proximately 41.4% of attacks on large companies were reported (58.6% unre-
ported). For medium companies, 40.2% of incidents were captured (59.8% un-
reported). However, ransomware reporting rates (around 40%) appear higher
than other online crime, such as online fraud, which typically sees reporting rates
of 11.5-14% across different countries [13, 10, 7, 8].

Our models estimate the annual ransomware risk at 1.3% for large compan-
ies and 0.6% for medium companies, which aligns with Cybersecurity Monitor
(CBS) figures—4.0% for large companies in 2021 (dropping to 2.3% in 2022)
and 2.3% for medium companies in 2021 (falling to 1.4% in 2022) [4]. Our con-
fidence intervals (CI) for large companies (2.1% to 4.7%) and medium compan-
ies (1.0% to 1.9%) closely match these CBS estimates, reinforcing the robustness
of our findings.

Several limitations affected the accuracy of our ransomware prevalence es-
timates. Our data focuses on direct victims and excludes indirect impacts on busi-
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nesses connected through supply chains. Unsuccessful ransomware attempts,
which may be underreported, were also not considered. Additionally, company
size data was only available for 2021, and extrapolating for other years intro-
duced some uncertainty [4]. Despite these limitations, the consistency between
our estimates and CBS’s data suggests that our findings are reliable, as two dif-
ferent methods of measuring the same phenomenon produced similar results,
indicating a robust measurement.

This dissertation highlights underreporting of ransomware, particularly
among individuals and small companies. For businesses, medium and large
companies experience a lower risk of ransomware attacks compared to smal-
ler companies; however, the reported financial losses are higher (Chapter 4).
Larger businesses also demonstrate a greater willingness to report incidents, en-
gaging more frequently with law enforcement and/or incident response com-
panies. These findings illustrate the impact of (double-extortion) ransomware
in the Netherlands between 2019 and 2022.

10.2 Implications for Rational Choice Theory
Throughout this dissertation, we applied Rational Choice Theory (RCT) as a
central framework to explain offender decision-making in empirical studies of
double-extortion ransomware attacks. The findings from our research indicate
that the existence of different types of ransomware attacks and their modus op-
erandi can be well explained by the trade-offs offenders make between profitab-
ility, effort, and risk. Additionally, we explored how other theories related to RCT
— Routine Activity Theory (RAT), signaling games, and Situational Crime Pre-
vention (SCP) — complement RCT in explaining empirical observations in our
studies: RAT explains how ransomware offenders target specific victims, signal-
ing games address information asymmetry in ransomware negotiations, and SCP
highlights the effect of law enforcement interventions. In this section we will give
a description how the different chapters are related to the RCT elements profit-
ability, effort, and risk.

Firstly, we analyzed crime chains. Based on a systematic literature review,
we developed a theoretical framework (Chapter 2): the Cybercrime Coordin-
ation Model (COORDINATE). The framework shows that longer, coordinated
chains—such as those in double-extortion ransomware—enhance profitability.
Furthermore, COORDINATE implies that double-extortion ransomware is facil-
itated by the fifth crime chain mechanism, "setup," where an encryption-only
ransomware attack creates the opportunity to also steal sensitive data [6].
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An important insight from the COORDINATE framework is that specialized
roles enhance the skills of individual offenders, enabling them to target a wider
range of victims. As each offender focuses on a specific aspect of the ransomware
attack, such as negotiating ransoms or breaching networks, they become more
proficient, allowing them to breach even highly secured systems. This specializ-
ation makes organizations with robust IT protection measures more vulnerable,
as offenders are now more skilled in circumventing advanced security defenses.
This implies that profitability potentially increases, since companies with robust
IT protection might manage more sensitive data.

Additionally, according to the COORDINATE framework, coordinated attacks
benefit offenders by reducing their individual exposure to risk. Since tasks are
divided across multiple actors, each offender leaves a smaller digital footprint,
making it more difficult for law enforcement to trace and arrest those involved.
Offenders engaged in less visible roles, such as initial access or data exfiltration,
may evade detection, while those directly responsible for encryption are often
the primary focus of law enforcement efforts.

Evidence of coordination and specialization can be seen in multiple chapters
of this dissertation. For instance, we found that specialization in roles like data
exfiltration and ransom negotiation increases the ransom requested (Chapters
4 and 5). Furthermore, we found that offenders, through automated attacks
on vulnerable NAS devices, further reduce effort while maintaining profitability
(Chapter 6). Lastly, Chapter 9 highlights how dividing roles allows offenders to
avoid detection, with law enforcement primarily focusing on the more visible
actors involved in encryption, leaving other roles with a smaller footprint and
lower risk of arrest. This coordinated approach in double-extortion ransomware
demonstrates that offenders make deliberate, rational choices to exploit vulner-
abilities, while minimizing their own exposure.

Secondly, we examined the profitability of double-extortion ransom-
ware. Based on the analysis of 353 ransomware attacks reported to the Dutch
Police, our findings show that double-extortion ransomware is more profitable
than encryption-only ransomware (Chapter 4). Factors positively influencing
ransom requested included data exfiltration, offender’s affiliation with a RaaS
group, and blackmail. Offenders also seem to assess the financial profile of their
victims, adjusting ransom demands based on factors such as yearly revenue and
industry (Chapters 4 & 5). These adjustments indicate a clear trade-off between
increased effort and profitability. For example, data exfiltration might require
additional effort, such as identifying, collecting, and exfiltrating valuable files.
Additionally, offenders rationally target victims with a higher capacity to pay lar-
ger sums. However, these victims might have better IT protection measures in
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place. Both examples illustrate the trade-off between effort and profit, aligning
with RCT.

The trade-off between increased effort and profitability is further supported
by the analysis of a combined dataset of 481 ransomware attacks from police and
an Incident Response (IR) company, where ransom amounts increased by 5.4
times when data exfiltration occurred (Chapter 5). Additionally, ransom amount
increased 2.8 times if victims had insurance coverage, despite not being more
likely to pay in general. In line with RCT and RAT, offenders demonstrate a ra-
tional decision-making process by adjusting ransom amounts according to the
victim’s capacity to pay. Furthermore, victims with recoverable backups are less
likely to pay ransom, highlighting the importance of victim preparedness in in-
fluencing the success of ransomware offenders. However, when proper backups
are lacking, victims are more inclined to pay. Many offenders, therefore, invest
effort in locating and removing backups, increasing the likelihood of payment.

Furthermore, we found that information asymmetry of data exfiltrationmight
increase offender’s profitability (Chapters 7 & 8). Inmany ransomware cases, vic-
tims struggle to determine whether their data has been exfiltrated (Chapters 4
% 5). Some victims may possess logs that help identify accessed files, while oth-
ers are left uncertain about the extent of the breach. This uncertainty provides
offenders with the opportunity to claim data exfiltration even when it has not
occurred, inflating ransom requested. Offenders may offer ’evidence’ of exfiltra-
tion, or victims may request it, creating a strategic interaction.

To explore this interaction, we applied a game-theoretic framework, focusing
on signaling in data exfiltration (Chapter 7). Our analysis revealed five distinct
equilibria, representing different strategies offenders use to signal data exfiltra-
tion, from always signaling, to never signaling, or signaling only when theft oc-
curred. The interaction between the offender’s signal and the victim’s response
forms a strategic game where both navigate the uncertainty of exfiltration. Of-
fenders often provide ambiguous or unverifiable signals, pushing victims to pay
more than they otherwise would.

We expanded on the signaling game by introducing a double-sided informa-
tion asymmetry model (Chapter 8), in which offenders are unaware of the true
value of the exfiltrated data, while victims possess this knowledge. Private in-
formation, such as the actual value of the stolen data, affects the profitability
of the attack. In our model the losses to the offender ranged from 0% to over
20% when the true value of stolen data is unknown. These findings emphasize
the importance of victims withholding information about the value of exfiltrated
data to prevent offenders from extracting more surplus through bluffing.
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The results of these studies align closely with RCT. The strategic manipula-
tion of proof of data exfiltration through bluffing and signaling highlights how
offenders exploit information asymmetry to increase profits from the threat of
data exfiltration without the effort of conducting the exfiltration.

Thirdly, we explored the differences between ransomware targeting NAS
devices versus other types of ransomware. We focused on differences between
their modus operandi, victim profiles, and trends (Chapter 6). We analysed
502 ransomware attacks reported to the Dutch Police, of which 104 (20.7%)
targeted NAS devices. Our findings indicate that NAS ransomware relies on
automation and scalability, demanding smaller ransoms through standardized
ransom notes, whereas regular ransomware involves more complex, tailored at-
tacks with higher demands. NAS ransomware attacks are simpler, typically in-
volving only reconnaissance and encryption, while regular ransomware includes
multiple steps like lateral movement, data exfiltration, and negotiations.

Furthermore, NAS ransomware seems to target individuals, with 66% of
victims being citizens, while regular ransomware primarily targets businesses
(91%). The average ransom for NAS attacks is €1,404, compared to €727,544
for regular ransomware. NAS victims often experience non-financial losses, such
as the loss of personal data, whereas businesses hit by regular ransomware report
financial damage. Moreover, 70% of NAS victims had no backups, compared to
38% for regular ransomware victims, indicating offenders’ focus on less prepared
targets.

Additionally, NAS ransomware is strongly linked to the discovery of vulnerab-
ilities in NAS devices, with major attack spikes following newly identified weak-
nesses. This contrasts with the steady rise in regular ransomware attacks, which
are not tied to specific (NAS) vulnerabilities.

In conclusion, NAS ransomware differs from regular ransomware, which are
more automated and less complex than regular ransomware, leading to lower
ransom demands since victims are primarily individuals. Offenders might con-
duct NAS ransomware attacks due to its low effort and risk, while still earning
profits, aligning with RCT. The vulnerabilities in NAS devices also highlight the
need for preventive interventions, as emphasized by SCP.

Finally, we evaluated the impact of law enforcement interventions. We
analysed three datasets (Chapter 9): a list of 12,250 ransomware victims pub-
lished on leak pages, a list of 35 law enforcement interventions and a list of 19
instances of ransomware groups rebranding. The interventions list consisted of
interventions such as arrests, leak page server takedowns, crypto-asset freezes,
sanctions, and the use of decryptors (Chapter 9). Interventions like arrests and
sanctions increased the risk for ransomware offenders, interventions such as
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server takedowns increased the effort required for ransomware groups to con-
tinue their operations, and freezing crypto-assets after ransom payments and
releasing decryptors directly impacted the profitability of ransomware attacks.
Decryptors enabled victims to recover their data without paying ransoms. Al-
most half of the ransomware groups ceased operations after interventions, with
minimal evidence of crime displacement.

The effect of law enforcement interventions is further supported with the
DeadBolt operation, where the Dutch Police retrieved decryption keys without
payment for victims of DeadBolt ransomware (Chapter 6). After the intervention
there was a a decrease in DeadBolt ransomware attacks.

Overall, the interventions examined in our dissertation disrupted ransom-
ware operations by altering the balance of risk, effort, and profitability. Consist-
ent with RCT, and therefore SCP, these actions increased risks, raised operational
costs, and reduced potential rewards, effectively deterring many ransomware
groups from continuing their activities.

10.3 Revisiting the sub-questions
In this section, we revisit the individual sub-questions addressed throughout the
dissertation. These questions explored different aspects of offender decision-
making in double-extortion ransomware attacks, each contributing to the under-
standing of profitability, effort, and risk as outlined by Rational Choice Theory.

Research Question 1 (RQ1): In what ways do crime chains affect the
profitability, effort, and risks of attacks?

Crime chains enhance the efficiency of ransomware attacks by dividing tasks
among different offenders, allowing them to increase profitability while man-
aging effort and risk. Double-extortion ransomware, in particular, benefits from
crime chains by combining data encryption and exfiltration, which boosts ransom
demands with relatively low additional effort (Chapter 2).

Research Question 2 (RQ2): How does combining data encryption with
data exfiltration alter the profitability of ransomware attacks?

Combining data encryption with exfiltration increases the profitability of
ransomware attacks. Double-extortion ransomware results in ransom demands
that are several times higher than those of encryption-only attacks. The added
complexity of exfiltration is justified by the substantial increase in potential fin-
ancial gains (Chapters 4 & 5).

Research Question 3 (RQ3): How does the profitability of ransom-
ware attacks targeting NAS devices compare to the profitability of regular
ransomware attacks?
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Ransomware attacks targeting NAS devices typically demand lower ransoms
due to the financial limitations of individual victims, but their high level of auto-
mation makes them profitable at scale. These attacks involve less effort and risk,
and while the ransoms are smaller, the volume of attacks compensates for this
(Chapter 6).

Research Question 4 (RQ4): How does the uncertainty of data exfiltra-
tion affect the dynamics between offenders and victims in double-extortion
ransomware attacks?

Uncertainty about whether data has been exfiltrated allows offenders to bluff,
inflating ransom demands and manipulating victims. This information asym-
metry increases the likelihood of higher payouts, as victims are often unable to
verify whether their sensitive data has been stolen (Chapters 7). However, the
offender often does not know the value of the exfiltrated data, which decreases
the profitability for offenders (Chapter 8).

Research Question 5 (RQ5): What intervention strategies could law en-
forcement employ to combat double-extortion ransomware attacks?

Law enforcement interventions—such as arrests, leakpage server takedowns,
and cryptocurrency freezes—are effective in disrupting ransomware operations.
These actions raise the perceived risk for offenders, increase the effort of conduct-
ing attacks and decrease profitability of ransomware attacks, leading to reduced
ransomware activity (Chapters 6 & 9).

10.4 Main conclusions
Building on the answers to the sub-questions in the previous section, we now
address the main research question:

Main Research Question: How do double-extortion ransomware
attacks influence profitability, effort, and risks for offenders?

Our research focused on understanding why offenders choose to conduct
double-extortion ransomware attacks by analyzing how profitability, effort, and
risks compare to encryption-only attacks. Below, we summarize our main find-
ings to answer the main research question:

Profitability: Double-extortion ransomware increases profitability. By threaten-
ing both data encryption and public exposure, offenders exploit both the
confidentiality and availability aspects of data, pressuring victims into pay-
ing larger ransoms. In contrast, encryption-only attacks target only data
availability, which limits the leverage on victims. Additionally, the mere
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claim of data exfiltration, whether real or fabricated, adds further pressure,
increasing the ransom amounts paid. Moreover, we observed that triple-
and quadruple-extortion ransomware, where offenders use additional tac-
tics like DDoS-attacks or contacting employees/customers, are rare. While
these methods may influence victim payment decisions, the extra effort
does not seem to justify the profits, explaining their low prevalence. In
contrast, double-extortion ransomware strikes a favorable balance between
effort and profit, leading to its higher prevalence.

Effort: Double-extortion attacks demand greater effort compared to encryption-
only attacks. Offenders must not only encrypt the data but also set up
infrastructure for data exfiltration, locate, collect, and exfiltrate sensitive
information, all while remaining undetected. During negotiations, they
must credibly signal the exfiltration to increase pressure on the victim.
Our findings suggest that this extra effort, while substantial, is more than
compensated by the increased profits from larger ransom payments. For
example, NAS ransomware, which involves fewer steps and is more auto-
mated, typically results in lower ransoms, underscoring the connection
between complexity, effort, and financial rewards. Moreover, the need for
credible signaling during negotiations adds another layer of complexity for
the offenders, who must convince victims of the actual or potential data ex-
filtration.

Risks: Our research suggests that double-extortion ransomware does not in-
crease the risk of offenders getting caught compared to encryption-only at-
tacks. While these attacks may draw more attention from law enforcement
due to their broader societal impact, we found no evidence that publishing
stolen data increases the likelihood of law enforcement intervention. The
primary risk for offenders lies in the possibility of early detection by the
victim during the data exfiltration phase. If victims detect the attack early,
they may implement defensive measures to prevent encryption, reducing
the offender’s leverage. However, our study shows that early detection is
uncommon, and the majority of double-extortion attacks proceed undetec-
ted until the ransom demand. Therefore, while double-extortion increases
the complexity and effort for offenders, it does not proportionally raise
their risk of being caught.

In conclusion, our findings strongly support Rational Choice Theory (RCT),
showing a clear link between profits, efforts, and risks. Double-extortion ransom-
ware increases both effort and profitability without affecting risk compared to
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encryption-only attacks. Not all ransomware groups engage in this tactic, sug-
gesting different valuations of effort, risk, and profit. However, given its rising
prevalence, the profit of double-extortion appears to outweigh the additional ef-
fort for most groups.

10.5 Future research
This section outlines potential directions for future research, focusing on novel
approaches to refine the application of Rational Choice Theory (RCT) to cyber-
crime. First, RCT could be enhanced by incorporating concepts from behavioral
economics to better understand how offenders value RCT elements. Second,
we propose methods to improve the measurement of RCT elements. These ap-
proaches aim to deepen our understanding of both offender and victim decision-
making, as well as their interactions within the broader cybercrime ecosystem.

10.5.1 Integrating Behavioral Economics and RCT
Economic Models of Offender Behavior. Future research should investigate

whether concepts from behavioral economics—such as risk aversion,
bounded rationality, and prospect theory—could better explain empirical
observations of offender decision-making than the models used in this dis-
sertation. While RCT assumes rational actors who carefully weigh risks,
effort, and profits, behavioral economics suggests that offenders may ex-
hibit cognitive biases, leading them to make decisions that deviate from
strict rationality. For instance, risk-averse offenders might avoid high-risk,
high-reward attacks, while others may misjudge potential profits or under-
estimate risks due to bounded rationality. Integrating these concepts with
RCT could provide a more nuanced view of how offenders perceive and re-
spond to risks and rewards in the context of ransomware, leading to more
targeted intervention strategies.

Victim Decision-Making and Strategic Interaction with Offenders. Victim
decision-making before and during ransomware attacks appears to involve
a strategic interaction with the offender’s RCT. Future research could
explore victim’s decision-making before the attack: is there an optimal
level of cybersecurity investment that influences an offender’s perception
of profitability, effort, and risk? For example, if victims invest too little,
attacks become more profitable for offenders; conversely, if investments
are too high, the effort for offenders increases, making the attack less
attractive. This implies the existence of an "optimum" level of investment
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by victims that could strategically shift the offenders’ decision-making
under RCT.
Empirical research could focus on collecting data from companies with
varying levels of cybersecurity investments to study how these investments
influence ransomware outcomes. [17] may point in the right direction by
examining how businesses make trade-offs between security costs and po-
tential losses. Additionally, data from cyber insurance providers, breach
reports, and cybersecurity audits could be valuable in understanding how
investment levels impact both the frequency and success of ransomware
attacks. This type of research could help identify the optimal balance
of companies investments in cybersecurity that alter offenders’ RCT-based
trade-offs, thereby reducing the likelihood and profitability of attacks.

Refining Risk Perception in Cyber Offenders. Risk perception in cybercrime
may differ from offline crime, and future research should examine how
this affects offender decision-making. For instance, if online crimes are
perceived to have a lower probability of arrest, do online interventions have
a larger impact due to the lower baseline risk? This aligns with behavioral
economics, where risk valuation depends on context. Understanding how
offenders perceive risks from interventions like arrests, server takedowns,
or cryptocurrency freezes can help develop more effective strategies. [3]
analyzed Reddit communications after law enforcement interventions, of-
fering a potential starting point for studying how interventions influence
perceived risks and decision-making, and whether increased perceived risk
alters the effort-reward balance for offenders, ultimately reducing crime.

Effort Optimization and Mistrust in Ransomware Attacks. Effort optimiza-
tion in ransomware attacks might be constrained by the nature of online
offender collaborations, where trust between offenders is low, and agree-
ments lack formal contracts [12]. This mistrust, combined with the risk
of being scammed by collaborators, may limit the ability of offenders to
efficiently outsource tasks or reduce effort [9]. If offenders are unpredict-
able and prone to self-interest, as behavioral economics suggests, optim-
izing the profits-effort trade-off may be difficult in practice. Future re-
search could test this hypothesis by analyzing communications within of-
fender networks, such as on dark webmarketplaces and forums, to identify
instances of collaboration breakdowns or scams. By studying how mis-
trust shapes the structure of online crime chains, researchers can explore
whether increasing this mistrust—through tactics like law enforcement in-
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filtration or disinformation campaigns—might lead to reduced efficiency in
offender networks and, consequently, a reduction in ransomware attacks.

10.5.2 Measurement of RCT elements
Improve Accuracy of Measuring Effort, Risks, and Profits. More precise

measurement of RCT elements—effort, risks, and profits—can enhance
our understanding of cybercrime [2, 18]. Future research can improve
these metrics in two ways. First, combining different data sources, as
done in this dissertation, can increase the accuracy of measuring RCT
elements. For example, integrating data from victims, leak pages, and
darknet forums could provide a clearer picture of ransomware profits.
Second, new technological advancements, such as large language models
(LLMs), can help extract insights from unstructured data, such as dark
web communications, to better quantify RCT elements.

Tracking Effort, Risks, and Profits Over Time. Longitudinal studies are es-
sential to track how the balance between effort, risks, and profits changes
over time [1]. Offenders continuously adapt their strategies in response
to shifting victim defenses, technological advancements, and law enforce-
ment actions. Future research should investigate how interventions like
arrests or leak page server takedowns affect these elements over time and
whether offenders shift to lower-risk, lower-reward attacks. Additionally,
it would be valuable to explore whether changes in RCT elements occur in-
dependently of external circumstances or are driven by specific contextual
factors, such as the war between Russia and Ukraine. Emerging techno-
logies, like LLMs, are likely to reduce the effort required for some cyber-
crimes, potentially increasing their prevalence [15]. Comparing the ad-
option of new technologies with cybercrime trends could provide valuable
insights into the factors influencing cybercrime rates.
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Police Collaboration

This PhD project represents a special collaboration between the Dutch police and
the University of Twente. The project is based on placing two PhD candidates
in a team of detectives, which is to my knowledge highly unusual. Over the past
four years, this partnership has proven to be a unique and fruitful experience. In
my opinion, the project has provided valuable insights about ransomware and
created an environment of mutual benefit for both academic research and law
enforcement operations:

Understanding Real-World Cybercrime: Working within the police environ-
ment provided valuable insights into law enforcement operations. Ob-
serving the challenges of tracking ransomware groups, the effort required
to find mistakes, and the deanonymization of internet traffic helped me
better understand the balance between profits, effort, and risks for ransom-
ware offenders. Although not all insights could be published, this exper-
ience enriched the academic value of the research by offering a nuanced
perspective on cybercrime.

Quick Integration of Research and Police Practice: Being part of the police
team allowed for the rapid integration of research findings into practice.
Regular ‘lunch-presentations’ enabled me to share my work with detect-
ives and receive real-time feedback based on their field experience. This
collaboration shaped the research direction, such as focusing on ransom-
ware negotiation dynamics.

Deeper Exploration of Police Challenges: Beyond knowledge exchange, the
collaboration enabled a more in-depth exploration of cybercrime issues
than is typically feasible in police operations. This led to new insights,
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such as strategies for identifying Dutch criminals on darknet forums. The
project provided direct benefits to the police, including improved disrup-
tion strategies and a better understanding of criminal behavior.

Direct Access to Academic Expertise: The collaboration with the university
gave the police immediate access to academic knowledge. This partner-
ship facilitated cooperation with field specialists, making it easier to study
specific communication protocols with expert input. This integration of
academic insights into police work ensured practical application without
delays often caused by formal communication channels.

Alignment of Ethical Considerations: The project underscored the import-
ance of ethics, especially concerning individual privacy. Both the university
and the police adhered to strict ethical guidelines, ensuring responsible re-
search. Aligning these procedures strengthened the ethical foundation of
the project, balancing academic rigor with respect for privacy.

In my opinion, the collaboration between the Dutch police and the Univer-
sity of Twente has been highly successful, offering numerous benefits for both
parties. It has bridged the gap between theoretical research and practical applic-
ation, provided unique insights into offenders’ decision-making, and facilitated
ethical and effective research practices. The findings from this research have
the potential to enhance police operations and methodologies. Continued fund-
ing for PhD positions within detective teams could yield further valuable results,
benefiting both academic research and practical law enforcement efforts. By
supporting such projects, the police can ensure ongoing advancements in their
operations while promoting useful academic research.



Ethics

This dissertation adheres to the ethical guidelines of the Menlo Report, which
provides a framework for ICT research ethics. Special considerations were neces-
sary due to our collaboration with law enforcement and the handling of sensitive
data from victims and offenders.

Respect for Persons: Participation as a research subject is voluntary and based
on informed consent. However, due to the nature of the police organiza-
tion and the context of cybercrime research, obtaining informed consent
from all participants, particularly victims and offenders, was not feasible.
We took extra care to ensure that no personally identifiable information
(PII) was disclosed. The decision to use aggregated results was made in
collaboration with the police to maximize societal benefits by improving
strategies to combat cybercrime effectively.

Beneficence: The principle of "do no harm" was a guiding force in this research.
We systematically assessed the risks and benefits of the study, aiming to
maximize probable benefits while minimizing potential harms. We were
aware of the ethical concern that studying criminal decision-making might
inadvertently assist criminals in making better decisions. Our primary goal
was to derive actionable insights to better defend victims rather than edu-
cate criminals. Despite this risk, we believe that the overall benefit to soci-
ety outweighs the potential harm, as the research aims to enhance cyber-
crime prevention and mitigation strategies.

Justice: We ensured that each participant was treated with equal considera-
tion. The selection of subjects was fair, and the benefits of the research
were distributed equitably. We did not give special attention to high-profile
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victims; each incident was evaluated on its own merits. However, we ac-
knowledge the possibility of selection bias, as large companies might be
more inclined to report incidents to the police. This potential bias is taken
into account when generalizing from our specific sample and formulating
defensive strategies.

Respect for Law and Public Interest: Legal due diligence and transparency in
methods and results were paramount. We engaged with the ethical com-
mittee of the university and the privacy officers from the police to ensure
that our research complied with legal and ethical standards. No PII of vic-
tims was included in the research. Additionally, we were careful not to
disclose sensitive information about the police’s modus operandi, as this
could inadvertently aid criminals. Final drafts of papers were screened by
police officers to ensure that no critical operational details were revealed.

In conclusion, in our research we conducted a best effort to balance ethical
standards with the pursuit of valuable research insights, with special focus on
the protection of individuals’ privacy and societal interests. We hope the above
considerations might be useful for further researchers conducting empirical re-
search in collaboration with Law Enforcement.
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